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 Hollowing out the followmg—out
theory of free trade with the U.S.

Lower tariffs led
tomore investment
in Canadla, not less

By WILLIAM WATSON

J an. 1 marked the 10th an-
niversary of the Canada-U.S.
free trade agreement, as well as
the final phase-out of what, a
decade ago, had been the very
highest tariffs between the two
countries.

Last Friday's employment num-
bers, which kept the unemploy-
ment ratio even at 8% and
showed the employment ratio —
the share of the working-age pop-
ulation with jobs — at its highest
level since 1991, will persuade
many people that the job market
is finally getting over the ravages
done to it by the adjustment to
the free trade agreement.

The lead article in the latest is-
sue of the Canadian Journal of
Economics suggests such people
have it wrong: There very likely
weren't any ravages to get over.

Three U.S.-based economists
analyzed confidential U.S. Com-
merce Department data on em-
ployment and investiment by 701
U.S. multinationals with opera-
tions in Canada and found that,
between 1983 and 1992, when
Canadian tariffs went down, the
firms’ investment and employ-
ment in Canada went up.

That'’s right. Lower Canadian
tariffs led to more economic ac-
tivity in Canada, not less. For
most people, that's a surprising
result. The more common view,
as Brian Mulroney himself put it
during the Tory leadership cam-
paign in 1983, was that when
Canadian tariffs were lowered:
“All that would happen . .. would
be the boys cranking up their
plants throughout the United

States in bad times and shutting
their entire branch plants in
Canada. .. We'd be swamped” At
most we'd be left with a ware-
house or two. As the saying goes,
our industry would be “hollowed
out.”

It was fun twitting the Left dur-
ing the 1988 Great Free Trade De-
bate for its lamentations that be-
cause of the trade agrecment all
the U.S. branch plants would
leave — the very branch plants
whose pernicious effects on Cana-
dian society they had spent the
previous 20 years denouncing.
But, truth be told, many of us free-
traders thought the branch plants
veally were there mainly because
of the tariff, and that when it
went, they probably would, too. Tt
Seems we were wrong.

Granted, the study stops in 1992
and therefore doesn’t cover the
entire adjustment to the free
trade agreement. But during the
nine years it does cover, Canadian

tariffs in the manufacturing in-
dustries covered fell by almost
two thirds, from nearly 8% on av-
erage to only 3%. Unless doing
away with the final 3% had dras-
tically differcnt effects than all
previous tariff cuts, the years cov-
ered should give a good cluc as to
how final adjustment to the FTA
would have worked.

They suggest it should have
worked pretty well. On average
for the 701 firins studied, a one-
percentage-point fall in the Cana-
dian tariff increased their Cana-
dian firms’ assets by between
4.5% and 5.6% and their employ-
ment by almost 3%. And that's
the pure tariff effect — that is,
what's left after controlling statis-
tically for changes in capital and
labour costs and differences in
the business cycle and other eco-
nomic variables between the two
countries.

It turns out a lot of the branch
plants weren't herc just for the

tariff. To be sure, they may have
ended up doing things differently
after the tariffs went. A number
of businessmen interviewed for
the study — that's right, three
economists actually talked to
some real-world executives about
how they run their businesses —
said they'd had tgp adapt their
Canadian operations to the new
environment. One firm retooled
to achieve high productivity in
relatively small plants, while an-
other devoted its Canadian oper-
ations to fulfilling small-batch or-
ders for the global parent.

At bottom, that's not a surprising
evolution. The country’s biggest
industry, autos, has had free trade
for producers for 34 years now,
ever since the Auto Pact of 1965,
which revolutionized our indus-
try. We now make a much smaller
range of cars than we used to and
are much more integrated into a
continentally rationalized indus-
try. But there’s more employment
and investment here than there
ever was.

‘What the Auto Pact did for cars,
the FTA did for all other manu-
facturing industries: It allowed
them to rationalize on a conti-
nental basis, and while some

firms have made headline-grab- .
bing reductions in their Canadian
operations, this new study sug- .
gests most will have stayed and
adapted.

The study’s other surprising
conclusion is that there is more
variation in how firms respond to

‘a given cut in tariffs within an in-

dustry than there is between in-
dustiies. Lots of time-honoured
economic theory suggests that
different industries will respond
to tariff cuts in different ways, as
resources move to sectors in
which the country has a “compar-
ative advantage” and away from
those in which it doesn't.

But this study suggests that may
not be so; rather, there is a wider
variation of responses within in-
dustries. While some firms in an
industry do shut down their
Canadian operations, others ex-
pand them dramatically, even
though all are supposedly pro-
ducing similar products.

It's just one more examnple of
how complicated the real world is,
and how difficult it would be to
plan.

William Watson, editor of Poli-

cy Options, teaches cconomics

at McGill University.
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Abstract

Using confidential firm-level panel data from the Bureau of Economic Analysis}, we examine
how the bilateral trade flows of US MNCs and their Canadian affiliates responded to US-Canada
tariff reductions from 1983-1992. We find that Canadian affiliate sales to the US are negatively
correlated with Canadian tariffs, but US parent sales to Canadian affiliates have little association
with Canadian tariffs. These results contradict the notion that Canadian tariff reductions would
lead to a “hollowing out” of Canadian manufacturing. We also find substantial heterogeneity in
MNCs’ responses to tariff changes within narrowly defined manufacturing industries. Overall,
bilateral trade liberalization is trade-creating, as US MNCs integrated their North American
production such that Canadian affiliates increased sales to the US and reduced domestic sales.

JEL Classification F23, F10

! The statistical analysis of firm-level data on US multinational corporations reported in this study was
conducted at the International Investment Division, Bureau of Economic Analysis, US Department of
Commerce, under arrangements that maintained legal confidentiality requirements. Views expressed are
those of the authors and do not necessarily reflect those of the Department of Commerce. Suggestions and
assistance from William Zeile and Raymond Mataloni are gratefully acknowledged.



I Introduction

The decisions of multinational corporations (MNCs) about where to locate production
have been at the forefront of the debate regarding free trade. As the recent debate in the US over
the NAFTA and in Canada over the Canada-US Free Trade Agreement (FTA) showed, there is
great concern over the question of whether MNCs systematically prefer to locate production in
countries with lower wages and factor costs, as predicted by factor proportions theories of trade,
or whether they prefer to concentrate production in a single country so as to exploit economies of
scale, as predicted by 10-based theories. The concern is that these tendencies will be magnified
if trade liberalization enables firms to easily ship goods produced abroad back to the US (or
Canada).

At the heart of this debate is the notion that when trade is liberalized, all firms within the
same industries or sectors of particular countries will respond similarly based upon either the
factor intensities of the products they produce or upon other characteristics of their production
technologies such as economies of scale. In this paper, we examine the extent to which trade
liberalization induced US MNCs with affiliates in Canada to adjust their production locations,
and the extent to which characteristics of the industries in which the MNCs operate predict these
adjustments. Production location decisions are inferred from trade flows: bilateral flows to- and
from Canadian affiliates and their US parents; Canadian affiliates’ sales to unaffiliated buyers in
the US; and affiliates’ domestic sales in Canada. Changes in these trade flows indicate for
example, whether bilateral trade liberalization affected the amount of product US MNCs

produced in the US to sell to Canada or produced in Canada to sell locally or to the US.
There is considerable evidence that US MNCs and their Canadian affiliates organize their

production in quite different ways - even when they are in the same industry, at the same point in



time and facing the same prices. To illustrate, Charts A-D in Figure 1 show the four trade flows
for affiliates in a single industry in 1983, 1988 and 1992 using confidential firm-level data from
the BEA. To preserve confidentiality, we cannot reveal the industry or the number of firms in
the industry. However, the within-industry heterogeneity in trade flow patterns and the changes
in trade flows between 1983 and 1992 are broadly representative of the industries in our sample.
In Charts A-D, the horizontal axis represents the ratio of each trade flow to total affiliate sales
(ratios are specified in ranges of one tenth). The vertical axis gives the percent of affiliates in the
industry with flows in the specified ranges. So, for example, in Chart D, we can see that in 1992,
approximately 44% of affiliates have Canadian sales in the range 0.9 ~1. These affiliates are
therefore selling nearly all their production locally. Note however, that the 44% figure has
dropped from nearly 80% in 1983—indicating that between 1983 and 1992, Canadian affiliates
in this industry reorganized to sell less of their production locally. From the charts, considerable
organizational differences between MNCs are evident, particularly with regard to the two intra-
firm trade flows (Charts A and B). We argue that such differences in the organization of
production reflect unobserved differences in market power or technology, which cause firms in
the same industry facing the same prices to choose different configurations of production. The
extent to which such choices differ systematically, both within and across industries, is the
principal focus of this research. In particular, we expect that MNCs within the same industry
who organize production quite differently prior to a tariff change may also respond quite
differently to a tariff reduction.

The causal link between firms’ production technologies and their responses to trade
liberalization can only be ascertained by estimating a structural model of MNC behavior which

includes parameters of individual firms’ technology and product demand. No such estimated



models exist in the empirical trade literature. Grubert and Mutti (1991) and Brainard (1995)
discuss difficulties in previous empirical work in which researchers have essentially regressed
indicators of direct investment activity such as MNC sales on endogenous variables like MNC
exports. Grubert and Mutti avoid this problem by examining the effect of exogenous variables
such as taxes, tariffs and per-capita GDP on MNCs’ capital stock. Similarly, Brainard (1993)
examines the effect of variables such as trade and investment policies and transportation costs on
the share of total MNC sales accounted for by affiliate sales and exports. Using disaggregated
panel data, we take a similar approach to Grubert and Mutti (1991) and Brainard (1993), but our
aim is to examine the effect of changing tariff levels on MNC production location decisions over
time.

While earlier studies on the impact of tariffs on MNCs’ decision making (see for
example, Horst, 1972; Grubert and Mutti, 1991) have used aggregate and/or single-period data,
our study differs in two important dimensions. First, we use confidential firm-level panel data
from the BEA to examine MNCs’ responses to trade liberalization. Second, we examine the
extent to which MNCs’ responges to trade liberalization vary both across industries, and across
firms within the same industry.

From a theoretical point of view, as well as from a policy perspective, it is important to
know whether trade liberalization affects all firms within particular industries in a similar
fashion. For example, when governments administer trade policies (such as the Semiconductor
Trade Agreement or the Multifiber Arrangement), they typically focus on particular industries
considered to be vulnerable or to have been harmed by trade. However, if most of the variance
in adjustments to trade liberalization is intra- rather than inter-industry, policies designed to

protect vulnerable industries may be missing the mark. From a theoretical perspective, theories
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of the MNC (Dunning, 1979, Rugman, 1986) suggest that idiosyncratic characteristics of firms
such as the skills they possess or their reputation are an important determinant of their behavior
in domestic and foreign markets. The extent to which such firm-specific characteristics may be
important in explaining their response to trade liberalization has never been tested. Here we
examine the relative magnitudes of the variance in MNCs’ responses to trade liberalization
explained by characteristics of firms and characteristics of industries.

By using firm-level panel data, we can examine the effect of tariff reductions on MNCs’
production location decisions within and across industries. Previous work has typically used
single-period cross-sectional designs with industry or country-level data to examine the impact of
tariffs on MNCs’ production location decisions.! For example, Culem (1988) examines the
determinants of production location among industrialized countries between 1969 and 1982 but
uses country aggregate data. Grubert and Mutti (1991) and Horst (1972) examine the impact of
tariffs on production locations using only a single year of aggregate data. Specifically, Horst
(1972) examines shares of US exports and Canadian affiliate production for 18 2-digit
manufacturing industries, and Grubert and Mutti (1991) use country aggregate data on 33
countries. Caves (1990) uses panel data from 1970-1979 to examine adjustments to Canada-US
trade liberalization, but his examination focuses on 4-digit industries rather than firms. More
recently, Brainard (1997, 1993) uses disaggregated data from the Bureau of Economic Analysis
(BEA) Benchmark Survey to examine factor proportions and market proximity explanations of
MNC location decisions, but she too uses a single year of data. Because we examine changes in
MNCs’ production location decisions using firm-level data over a ten year period of time which
includes both the Tokyo Round of the GATT and the Canada-US Free Trade Agreement, we can

better identify the influence of tariffs on MNCs’ production location decisions.



Specifically, we examine the impact of US and Canadian tariff reductions on the
production location decisions of US-based MNCs and their Canadian affiliates from 1983-1 992.
The Canadian context is an interesting and relevant setting for examining the impact of tariff
reductions on MNC production decisions. Because of the large share of Canadian manufacturing
capacity owned by US MNCs? and the ease of cross-border shipping, there was great concern in
Canada that US MNC affiliates would leave Canada and serve the Canadian market through
exports originating in the US (see Crookell, 1990). Such divestment could take several possible
forms. MNCs could exit the Canadian market altogether and simply replace local production and
sales with exports from US parents. Alternatively, MNCs could remain in the Canadian market
but source most of the components in the products they make from the US. This latter type of
adjustment constitutes the so-called phenomenon of “hollowing out” (Cohen, et al., 1987 p. 60).
In manufacturing industries, it was widely predicted that US MNCs would rationalize their
Canadian operations by reducing the number of product varieties produced in each plant and
increase plant-level economies of scale. (See Caves, 1990, Cox and Harris, 1985, 1986). Firms
within the same industries were predicted to respond similarly based upon industry production
technologies.

The data set used in this paper is the from the Benchmark and Annual Surveys of US
Direct Investment Abroad (USDIA) from the Bureau of Economic Analysis. In this research, we
use firm-level data that includes detailed information on the entire population of US-based MNCs
and their foreign affiliates from 1983-1992. Due to the confidentiality of the firm-level data,
access is restricted by the BEA. However, the size of the sample and relatively long period over
which MNC:s are observed enable us to rigorously examine a variety of unanswered questions in

the empirical trade literature. In this study, we use a panel of 701 majority-owned US-based



MNC parents and their Canadian affiliates in 50 manufacturing industries.’ The detailed micro
data enable us to examine the relationship between tariff reductions and changes in MNC
production location decisions and the extent to which the latter are systematically explained by
firm or industry characteristics.

In the next section, we describe the econometric techniques used in the paper. Section I11
describes the data set used in the estimation. Section [V contains the empirical results for each of

the four trade flows. Section V summarizes our main findings and concludes.

II Econometric Framework
The basic regression model used in our analysis is as follows:

Y =B+ ByCT,+ B,UT, +B,Trend, +I'Z,+v,  i=12..N:t=12.T (1)

where UT,.3 I(i €))UT, and CT, $ i j)CT,

=1 =l
and Y, is one of the following four trade flows for US parent-Canadian affiliate pair :
1) Sales from Canadian affiliate i to its US parent.
2) Sales from Canadian affiliate i to unaffiliated buyers in the US (Arms-length sales).
3) Sales from US Parent i to its Canadian affiliate.
4) Domestic (“Canadian”) sales of Canadian affiliate i.

CT, and UT, are Canadian and US tariffs in industry ; at time r. The I(i <) are indicator
dummies for whether firm i belongs to industry j (j=1, ...J), so that the summation term picks up
the relevant tariffs. The vector Z; contains exogenous variables representing transportation costs,
demand, relative factor costs and other miscellaneous time effects. Specifically, X, includes real

US and Canadian GDP and manufacturing wages, a measure of transportation costs in industry ;



at time ¢, a time trend and, to capture time effects on the cost of capital, we include real US
interest rates and Canadian and US price-earnings ratios. Variable selection and measurement is
discussed in greater detail in section I1I.

Because interest lies in examining the extent to which variation in MNCs’ responses to
trade liberalization are explained by firm and industry characteristics, the model must allow the
slope coefficients on the US and Canadian tariff coefficients to differ across firms and industries.
Hence B;, and B,,, the firm-specific coefficients on the Canadian and US tariffs in equation (1), are
specified as:

Bu=B+ny - N0, 0

Ba=B.+t K- N (0, 0

where 8, and B, are the mean tariff coefficients in the population of firms and the p;s capture
across-firm heterogeneity in tariff responses.

In this type of model, we can estimate the population mean for each  and the variances of
the f;s and test the hypothesis that the variances of the ;s are equal to zero (Hsaio, 1986). For the
purposes of our study, this is not an interesting hypothesis. Trade theory suggests that all the
variance in the B;s should be across industry, not that it should be zero. We can test this
hypothesis by constructing estimates of the individual firm betas a posteriori and then
decomposing these betas into across and within industry components.*

In our estimated model, we also allow for heterogeneity in the time trend. Because the US
and Canadian tariffs have strong trends, it is possible that heterogeneity in the tariff coefficients
might simply pick up the effect of unobserved time-varying factors (such as changes in

technology or demand) on individual firms. (e.g. Since some firms grow over time due to



unobserved forces, a random coefficient on any trending variable like tariffs would tend to pick up
this feature of the data.) Allowing the trend coefficient to be random deals with this potential
problem.

Finally, we specify the error term v, in (1) as consisting of two components: v, = ¢; + ¢,
where ¢, . N (0, o,7 is a vector of unobserved time-invariant firm-specific characteristics, while ¢,
is assumed to vary over time and across firms. The variance of the firm-specific error component
will indicate how much of the across-firm variation in the trade flows is due to unobserved
characteristics of firms. Incorporating the error component and three random coefﬁcients' into

equation (1) yields the random effects model (2):

Y, =Bo + (B) + w)CT, + (B, + 1) UT, + (B + t)Trend +BZ, + ¢ +&,  (2)

where 1, _ N (0, 0.2 is the random component of the time trend coefficient. Finally, we specify the
time varying error component as an AR(1) process: g, = pg;., + 1;, where 1, is i.i.d. over time and
across firms. If the time varying error component is autocorrelated and we fail to account for it,
the importaﬁce of the time invariant error components will tend to be exaggerated, because those
components would be the only means by which the model could generate persistence. Thus,
given our focus on examining properties of the time invariant error components, accounting for
other sources of persistence (e.g. adjustment lags) is important.

Because some MNCs organize their US and Canadian production to produce and sell all
output locally (e.g. affiliates may produce and sell all their output in Canada and not export to- or
import from the US), a significant proportion of the Y,s are equal to zero. Therefore, the use of
OLS to estimate (2) is inappropriate. Rather, we treat (2) as a random effects Tobit model and

estimate it using maximum likelihood. Tobit models have the following form:




Yt =pz, + v,

Ye=0 ify,*<0,

Y= ¥ ify,*>0.

where z, represents the vector of all covariates. In Tobit models, a change in z, has 2 effects. It
affects the conditional mean of y,* in the positive (nonzero) part of the distribution, and it affects
the probability that the observation will fall in that part of the distribution (Judge, et al., 1985;

Greene, 1993). So given the censoring, the effect of z, on y, is:

JE [yu] Zil]
Bzt

- po(22)

5]
where @ is a standard normal distribution function and (") is the probability that y; 1s in the
uncensored region.

In a censored regression, OLS yields biased parameter estimates. If the model were
estimated using only the observations with non-zero y, values, then only terms for which v,
> -z, would be included in the sample. This results in a truncated normal distribution with a
non-zero mean for the error term. To assess the extent of the bias, we report OLS estimates for
the four dependent variables.

III Data

The data set used in this paper is from the Benchmark and Annual Surveys of US Direct
Investment Abroad administered by the Bureau of Economic Analysis. These surveys are the most
comprehensive data available on the activities of US-based MNCs and their foreign affiliates. For
this study, we use the BEA data disaggregated at the individual foreign affiliate level for each

MNC from 1983-1992, and to isolate firm and industry effects, we used only single-industry

affiliates (i.e., affiliates that reported sales in only one industry). Because trade theory makes no
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predictions about production location of non-manufacturing industries and since many non-
manufacturing industries include non-tradeables (such as retailing, real estate and hotels) we use
only manufacturing affiliates. The BEA data includes 50 manufacturing categories. A description
of these industries along with mean tariffs and transportation costs is given in Appendix 1. The
sample was also screened to include only majority-owned affiliates.

Several alterations were made to the original sample to construct the panel. First, because
the BEA conducts two different surveys - the Benchmark and Annual Surveys - with different
reporting requirements in terms of affiliate size, reported data are not available for all the affiliates
throughout the 10-year period. In particular, the Benchmark Surveys, conducted in 1977, 1982 and
1989 include the whole population of MNCs and their foreign affiliates, and smaller affiliates are
required to report. But, in the Annual Surveys, many of the small affiliates that reported data in the
1982 and 1989 Benchmark Surveys, are exempt from filing. In cases where affiliates report data in
a Benchmark Survey but are exempt from the Annual Surveys,
the BEA carries them forward by estimating data.’ As a result of this sampling procedure, most of
the observations for smaller affiliates were estimated data for most of the 10-year period. We
decided to remove affiliates for which most of the data was estimated rather than reported.

The 1nitial screen was to exclude from the dataset those affiliates which were observed
multiple times but had only one reported (i.e., not estimated) observation.® The next step was to
remove any estimated data for an affiliate that appeared prior to its first reported observation or
subsequent to its last reported observation. The rationale for this is as follows: as we noted above,
if an affiliate drops out of the sample because it becomes exempt from reporting, the BEA will
carry the affiliate forward by estimating data. Because the Annual Survey data contains data on

affiliates carried forward from the 1982 and 1989 Benchmark Surveys, for many affiliates, the data

10



observed in the middle of the sample period is largely reported, while the data at the beginning and
end of the sample period is largely estimated. Thus, we decided to eliminate the estimated data at
the beginning and end and only keep the middle observations. After both screens, the total number
of firm-year observations was reduced from 5687 to 3203, of which only 53 were estimated data
points.”®

Data were removed four more times to arrive at the final sample. First, affiliates in the
same industry with the same parent were combined. Second, in 1987, SIC codes were revised for
many industries, which resulted for the most part in codes being merged together.” After re-coding
more than a dozen industries for the entire sample period, affiliates in the same industry with the
same parent were merged a second time. These two screens reduced the sample to 2939
observations. Finally, observations were removed for two industries in which there was no
Canadian tariff data, and observations were removed in which affiliates reported zero sales. These
final screens produced the sample used in this study with 2881 firm-year observations on 701 firms
in 50 manufacturing industries.

Variables were included in the model to represent relative factor prices, relative demand,
tariffs and transportation costs. First, we include a ratio of real Canadian-to-US manufacturing
wages (C/U WAGE). Then, rather than attempting to measure the cost of capital in the two
countries, we include both US and Canadian Price-Earnings ratios and the US real interest rate in
the model, while remaining agnostic about how these map into the cost of capital for the MNC and
its affiliate.' Only the US interest rate was used due to the almost perfect collinearity of the two
interest rates over the sample period. All nominal variables (including the dependent variables)
were normalized to 1990 US CPI dollars. Canadian dollars were converted to US dollars using

annual nominal exchange rates from the /MF International Financial Statistics Yearbook."
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Another natural control variable to capture changes in relative factor prices would be a real
exchange rate (i.e., the nominal exchange rate times the ratio of the producer price indices for the
two countries). However, during our sample period, the PPI ratio is highly correlated with the
nominal wage ratio. This induces a very high correlation (.90) between the real exchange rate and
the real wage ratio, such that inclusion of both variables caused severe collinearity problems. Note
that the movements in our real wage ratio variable are largely driven by changes in the nominal
exchange rate. This moves substantially over the sample period, with the Canadian dollar falling
from 81 US cents in 1983 to 72 cents in 1986, rising to 87 cents in 1991, and falling to 83 cents in
1992.

US and Canadian real GDP were used as demand shifters. Again, to capture relative
changes in demand, we use a ratio of Canadian to US GDP, C/U-GDP. To better account for
differences in demand cyclicality across different industries, the C/U-GDP was interacted with the
broad industry group of the affiliate: Industrial Intermediate Goods (II), Industrial Machinery
(IM), Consumer Durables (CD) and Consumer Non-Durables (CN). The industry groupings are
shown in Appendix 2. All variables in dollar values were normalized to 1990 CPI dollars and
Canadian dollars were converted to US dollars.

US and Canadian tariffs were measured as annual ratios of the value of duties paid in the
US (Canada) on imports of Canadian (US) goods in industry j at time  divided by the total value
of imports to the US (Canada) from Canadian (US) importers in industry j at time ¢.'> Similar
measures at different levels of aggregation have been widely used in empirical work (see Caves,
1990, Grubert and Mutti, 1991). While the tariff measures used here do not reflect non-tariff
barriers and are still at a more aggregated level than that at which tariffs are actually imposed, they

are more disaggregated than measures typically used in empirical work (see, for example, Grubert

12



and Mutti, 1991) and are longitudinal. During the 10 year period in this study, US and Canadian
tariffs dropped by approximately 62.5%, the latter dropping from an average of nearly 8% to 3%
and the former dropping from 4% to less than 1.5%. There is also considerable cross-sectional
variation in tariffs, as can be seen in Appendix 1. Mean US tariffs for the 10-year period are 3.1%,
ranging from a high of 14.7% for tobacco products to a low of 0.11% in motor vehicles and
equipment. Similarly, Canadian tariffs average 6.12% over all industries for the sample period and
range from a high of 30.27% in the beverages industry to 0.05% in agricultural chemicals. The
striking cross-sectional and longitudinal characteristics of the US and Canadian tariff structure
indicate how much can be gained by using disaggregated, longitudinal measures.'®

An annual measure of transportation costs for each 3-digit industry is based on data from
the US Census Bureau on freight and insurance charges as reported by importers to the US. The
data can be further disaggregated by country of importer. Thus the measure used here includes the
costs for Canadian importers in each industry j into the US. Since similar data is not available on
the cost of importing goods into Canada from the US and no systematic differences in
transportation costs were assumed to exist, the same measure is used for sales from US MNC
parents into Canada. The measure is expressed as a ratio of the value of shipment costs and
msurance from importers in industry ; at time ¢ to the total value of shipments. Transportation
costs average 1.03% across industries over the sample period, and range from 8.44% in agricultural
chemicals to close to zero in petroleum products. 4 priori, it was expected that higher
transportation costs would reduce cross-border trade and increase Canadian affiliates’ domestic
sales.

Finally, because affiliates in the sample varied significantly in terms of size, the four

dependent variables were normalized to mitigate problems of heteroskedasticity. For each affiliate,
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the four trade flows were divided by the mean total sales of the affiliate averaged over the sample
period. However, results were not sensitive to this normalization. Table 1 gives the means and
variances and conditional means and variances (using only the non-zero observations) and
normalized means and variances.
IV Empirical Results
A. OLS and Tobit Estimates

We describe our empirical results in three sections. First we contrast the OLS and Tobit
estimates. Then we discuss the economic meaning of the estimated tariff effects. Finally, we
discuss the variance decompositions. Table 2 shows the OLS and Tobit results for all four trade
flows. The last two rows in Table 2 give the R-squared values for the OLS regressions and the
number of non-zero observations for each trade flow. As can be seen in the last row, the
proportion of non-zero observations differs considerably between the four flows. For Canadian
affiliate arms-length sales to the US, only 33.6% of the observations are non-zero, but for affiliate
sales to US parents, 62.7% of the observations are positive. This finding is consistent with
Rugman’s (1990) examination of US-Canada trade patterns in which he notes that approximately
70% of bilateral trade in manufactured products is accounted for by intra-firm sales of MNCs.

The Tobit and OLS parameter estimates are very different. From the discussion in the
previous sections, two likely sources of bias are affecting the OLS results. First, the truncation of
the dependent variable at zero results in an error distribution with a non-zero mean which depends
on B, o and x; and is different for every observation. The second potential source of bias arises

from the constraint of equal coefficients in the OLS estimates. In the Tobit panels in Table 2, 9 of
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the 12 random coefficients have standard deviations which are significantly greater than zero. This
implies that constraining these coefficients to be equal across firms may result in biased estimates.

Panel 1, columns 1 and 2 in Table 2 report the Tobit and OLS estimates for Canadian
affiliate sales to US parents. As expected, the US tariff coefficients are negative and significant,
and the standard deviation of the random US tariff coefficient is significant in the Tobit estimate.
An interesting difference in the OLS and Tobit estimates for Canadian affiliate sales to US parents
is the marginal significance in the OLS model of all the GDP and relative wage coefficients. None
of these estimated parameters are significant in the Tobit model.

Panel 2, columns 1 and 2 report the Tobit and OLS results for Canadian affiliate arms-
length sales to the US. As expected, the US tariff coefficient is significant and negative in both
models, but the standard deviation of the random US tariff coefficient is not significantly greater
than zero. A comparison of the Tobit and OLS results shows striking differences in the estimates
for the other parameters. In particular, the Canadian tariff coefficient, which is positive and
insignificant in the OLS results, becomes significant and negative in the Tobit results. Five other
coefficients flip signs as well.

Panel 3, columns 1 and 2 give the Tobit and OLS results for US parent sales to Canadian
affiliates. The Canadian tariff coefficient is negative but achieves only modest significance levels
in both models, and the standard deviation of the random Canadian tariff coefficient was also not
significantly greater than zero. As we discuss in the next section, the magnitude of these estimates
is quantitatively quite small, and this contradicts the view that trade liberalization would “hollow
out” Canadian manufacturing. The US tariff coefficient is insignificant in both the OLS and Tobit

models.
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Finally, panel 4, columns 1 and 2 give the results for Canadian affiliate sales in Canada. In
the Tobit results, both sets of tariffs are significant and positive and all the random coefficients
have significant standard deviations. The main contrast with the OLS results is that there the
Canadian tariff coefficient is the opposite sign and insignificant. From the last row of Table 2, we
find that the number of zero observations is small for this trade flow. Thus it seems likely that
most of the bias in the OLS results for this trade flow arises out of the equal coefficients restriction
rather than from the truncated distribution.

Before concluding this discussion, we note three common features of the full set of
results. First, in all the Tobit models, the standard deviation of ¢,, the firm-specific error
component, is significant at the 1% level, indicating that unobserved characteristics of MNCs
account for a significant portion of the variation in the levels of the trade flows across firms that we
documented in Figure 1. Second, as expected, the standard deviation of the random time trend, T,
was also significant at the 1% level in all of the Tobit estimates. This further implies that
unobserved characteristics of MNCs explain a significant part of the firm-specific variation in the
trade flows over time. However, our estimates of the means and variances of the tariff coefficients
were remarkably insensitive to whether the random time trend was included in the model. Third,
the AR(1) coefficients range from 0.33 to 0.65 and are all highly significant. These values are in a
sense rather small, implying that transitory deviations in the dependent variable largely die out in a
couple of years. Finally, most of the contro! variables were insignificant. The coefficients on
transportation costs, the only control variable for which strong effects were expected a priori, were
significant for two of the trade flows. However, the signs of the transportation cost coefficients

were in the opposite direction as expected for Canadian affiliate sales to US parents and for
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Canadian affiliate sales in Canada. This result will be explained in greater detail in the next
section.
B. Tariffs and Production Location

Table 3 gives the expected sign patterns for US and Canadian tariffs and the Tobit
coefficient estimates for the four trade flows. For the three two-way trade flows: Canadian
affiliate sales to US parents, Canadian affiliate arms-length sales to the US, and US Parent sales to
Canadian affiliates, there is a strong prediction for the sign of the tariff of the receiving country.
We would expect lower Canadian tariffs to lead US MNCs to increase their sales from the US to
Canada. Similarly, lower US tariffs should increase Canadian affiliate sales to the US.

These simple two-way predictions were borne out for the three two-way trade flows. Using
the sample means of the trade flows and the estimated coefficients, we can calculate the effect of
tariff changes. For example, a one percentage point drop in the US tariff increases Canadian
affiliate sales to US parents by 13.8%. Interestingly, the effect of a drop in US tariff levels is
smaller for a_fﬁliate arms-length sales to the US. For arms-length sales, a one percentage point
drop in the US tariff raises sales to the US by 5.9%.

Although the US tariffs were significant and negative for both trade flows into the US,
several other results for the intra-firm and arms-length trade flows differ. First, transportation
costs were unexpectedly significant and positive for Canadian affiliate sales to US parents (see
panel 1 in Table 2) and were insignificant and negative for arms-length sales. Examination of the
cross-sectional characteristics of affiliate exports reveals that many are concentrated in high
transportation cost industries such as pulp, paper and board mills (ISI 262); lumber and wood

products (ISI 240); and stone, clay and concrete (ISI 329). It appears that Canada has a sufficiently



large advantage in resource-based sectors to compensate for the relatively high cost of transporting
the products.

A second difference in the results for intra-firm and arms-length sales is the positive (but
marginally insignificant) Canadian tariff coefficient in the former and significant negative
coefficient in the latter. A priori, we would not expect to see differences in the impact of Canadian
tariffs on affiliates’ decisions to export goods back to their US parents or to unaffiliated buyers in
the US. It must be that underlying differences in MNCs’ technologies lead to the systematic
differences in the export patterns we observe here. Indeed, an examination of the cross-sectional
characteristics of the intra-firm and arms-length trade flows reveals a greater concentration of
manufactured and finished goods (such as farm machinery, construction machinery and several
types of refined chemical products) being exchanged intra-firm as contrasted with a higher
concentration of resource-based goods (such as primary metals and paper) being sold to
unaffiliated US buyers. "

A more interesting and unexpected result is the negligible effect of Canadian tariff
reductions on US parent sales to Canadian affiliates. Indeed, the coefficient on the Canadian tariff
variable was unexpectedly small, at -0.0024, which implies a one percentage point reduction in
Canadian tariffs only increases US parent sales to Canadian affiliates by 1.6% on average.
Furthermore, this coefficient only attains significance at the 20% level. This result is surprising
because of commonly expressed concerns in Canada that industry would be “hollowed out” if trade
with the US were liberalized (see Crookell, 1990). Hollowing out implies that, rather than exiting
a market, firms maintain some local presence but import most of their value-added parts from
abroad. In the case of US-Canada trade, if US MNCs had indeed “hollowed out” their Canadian

operations, we would expect to see considerable increases in sales from US parents to Canadian
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affiliates (along with probable reductions in sales from Canada to the US) as a result of trade
liberalization. This was not borne out in our findings.

Finally, Table 3 gives the estimates for the Canadian and US tariff coefficients for
Canadian affiliate sales in Canada. The US tariff coefficient is positive and significant. A priori,
there were no strong predictions for the effect of either tariff on Canadian affiliates’ domestic sales.
Our results indicate that a 1% reduction in US tariffs reduced affiliates’ Canadian sales by 3.7%.
This combined with our previously noted findings that US tariff reductions were associated with
increases in affiliates’ sales to US parents of 13.9% and to unaffiliated US buyers of 5.9% suggests
that with US tariff reductions the affiliates became more export oriented. This is intuitively
plausible if MNCs restructured to integrate US and Canadian production as a result of tariff
reductions.

The positive Canadian tariff coefficient would seem to support the tariff wall theory that if
tariffs are set high enough, firms will substitute domestic production for imports. But this
coefficient is insignificant and small in magnitude. It is true that some high-tariff Canadian
industries would suffer from severe import penetration if those tariffs were lowered (good
examples being the two highest tariff industries, alcohol and tobacco). But other high Canadian
tariff industries in which average affiliate sales are high include industries that use resources in
which Canada is abundantly endowed. In general, industries with high affiliate sales in Canada
seem to fall into three categories: (1): high-tariff, regulated industries such as tobacco and
alcohol; (2); resource-based industries such as food products, metals, furniture and paper, in which
either tariffs or transportation costs are high; (3): industries related to the production of
automobiles (such as industrial chemicals, metal stamping, glass and engines and turbines) or

agriculture (such as farm and garden machinery). Many of the industries in the second and third
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categories correspond with those identified by Rugman (1989, 1990) as having country-specific
and firm-specific advantages in Canada. For political reasons, Canadian tariffs may have been set
high in industries that use abundant domestic resources to prevent firms from shipping out raw
materials and providing value-added activities abroad. This would help to explain our earlier
finding that lower Canadian tariffs led to increased arms-length sales to the US--such sales being
more likely in resource-based industries.

Our findings in this section showed that reductions in US tariffs led to increased Canadian
production for export to the US, but lower Canadian production for domestic sales. These findings
are consistent with the pattern (for one industry) shown in Figure 1, Charts B and D, where the
proportion of affiliates’ total sales destined for the local market shrinks considerably between 1983
and 1992, but the proportion of affiliates’ sales to US parents increases by nearly as much."
Similarly, lower Canadian tariffs led to a small increase in US sales into Canada, a larger increase
in affiliate arms-length sales to the US, and little reduction in Canadian production for domestic
sales. Overall, we find that trade liberalization appears to have been trade-creating, as lower tariffs
increased bilateral trade flows. But we find no evidence that reduced Canadian tariffs led to a
substantial increase in US parent sales to Canadian affiliates, as would be expected in a “hollowing
out” scenario.

A possible challenge to our findings arises because our random effects Tobit model
identifies tariff coefficients from both cross-sectional and over time variation in tariffs and trade
flows. It is possible that a negative cross-sectional correlation between tariffs and trade flows
existed prior to trade liberalization, but that trade liberalization led to no change in trade flows. In

that case, our estimated tariff coefficients in the trade flow equations will still be negative, solely
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because of the negative cross-sectional correlation between tariffs and intra-firm flows induced by
the initial conditions.'®

The typical way to deal with this type of problem is to estimate a fixed effects model. The
fixed effects would pick up time-invariant influences on the trade flows, so the tariff coefficients
would only pick up the association between tariff changes and trade flow changes. Unfortunately,
fixed effects Tobit models are inconsistent with small T, which is the situation here, and their
estimation is prohibitively computationally burdensome. However, in the present case, a sensible
alternative is to include the initial period (1983) pre-liberalization tariff levels as additional
covariates in the Tobit model. Suppose that, prior to trade liberalization, tariffs were set low in
industries with large trade flows and vice-versa. Suppose further that as tariffs were lowered with
trade liberalization this basic trade flow pattern remained unchanged. In that case, the 1983 tariffs
should be correlated with trade flows. But, conditional on the 1983 tariffs, the post-1983
contemporaneous tariff levels should be uncorrelated with the trade flows.

Estimates of the tariff coefficients for models that include the 1983 tariff levels as
additional control variables are reported in Table 4. Note that the 1983 tariff levels are in all cases
insignificant. Furthermore, the coefficients on the contemporaneous tariffs are little affected by
their inclusion. The key coefficients on US tariffs in the equations for affiliate sales to the US
parent and the affiliate domestic sales equations remain highly significant. The current tariff
coefficients in the equation for affiliate arms-length sales to the US do lose their significance, but
this 1s due primarily to an increase in their standard errors.

Based on these results (and the aggregate statistics reported in footnote 15), we conclude
there is strong evidence that trade flows are actually increasing as tariffs fall. We are not just

picking up a cross-sectional correlation that arises because industries with larger trade flows had
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lower initial tariff levels prior to trade liberalization. In the next section, we examine the extent to
which heterogeneity in MNCs’ trade flow adjustments is explained by characteristics of the
industries in which the MNCs operate or by idiosyncratic firm characteristics.
C. Variance decompositions

In section II, we indicated that from estimates of the Tobit models we could construct
estimates of the individual firm and industry betas a posteriori. We can examine the relative
magnitude of firm and industry effects in MNCs’ responses to tariff changes by decomposing the
variance of the random coefficients into within- and across-industry variance. Schmalensee (1985)
used a similar approach to evaluate the relative contribution of firm and industry effects to the total
variance in firm profitability. We depart here from the standard variance components models in
that we decompose the variance in the random coefficients in addition to the unexplained error.
This allows us to evaluate the relative importance of firm and industry effects in MNCs’ responses
to changing tariff levels."

In Table 5, we report the percent of variance in the 3 random coefficients and the firm
effect explained by within-industry and across-industry variation. As can be seen in panels 1-4,
within industry (i.e. firm) effects explain much more of the variance in the random tariff
coefficients, time trend and firm effect than across industry effects.' With regard to the tariff
coefficients, across industry effects explain only about 15-25% of the variance across firms. These
results imply that firms within the same industry respond quite differently to tariff changes,
pre;mnably because of idiosyncratic firm characteristics such as differences in technology or
organization. Such a finding is counterintuitive in the context of trade theory, in which factor-
based or technological characteristics of industries determine adjustment patterns.” Of course, if

industries were defined more narrowly, the across variance would increase relative to the within
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variance - and in the limit each firm defines its own industry and all variance is across. But it is
also true that as industries are defined successively more narrowly, both neoclassical and 10-based
trade theories become meaningless.

To illustrate the heterogeneity of firm betas in a single industry, Figure 2 shows the US
tariff coefficients in the Industrial Chemicals Industry for Canadian affiliate sales to US parents.
The horizontal axis represents the size of the estimated betas (the range in this industry is from -
0.04255 to -0.0037, and the mean industry beta is -0.01879). The vertical axis gives the frequency
of firms with betas within the specified range. Recall that the overall mean beta across all firms in
all industries is -0.0194.

Although there is much less variance across industries in tariff coefficients, some
interesting differences do emerge among the three two-way trade flows. For instance, from a
factor proportions standpoint, one would expect to see Canadian affiliate sales to the US (both
arms-length and to US parents) increase in industries in which Canada is relatively factor
abundant. And indeed, the US tariff coefficients for Canadian affiliate sales to the US (both to US
parents and arms-length buyers) are among the largest in magnitude in furniture and fixtures (250);
pulp, paper and board mills (262); paper and allied products (265); leather products (310) and
bakery products (205). These industries correspond with those identified by Leamer (1984) as
resource-abundant industries in Canada. However, other industries with high US tariff coefficients
for Canadian affiliate sales to the US (both arms-length and to US parents) include preserved fruits
and vegetables (203); textile mill products (220) and soap, cleaners and toilet goods (284). It is not
obvious that Canada would have a comparative advantage in these industries, but these industries

do have in common the feature of high initial US tariffs.
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V. Discussion and Conclusions

The results presented in the previous sections clearly demonstrate the importance of tariff
reductions to MNCs’ production location decisions. Reductions in US tariffs led to greater
affiliate production for sales into the US (both to parents and to unaffiliated buyers) and reductions
in affiliates’ Canadian sales. Similarly, reductions in Canadian tariffs had a positive but
unexpectedly small relation with US parents’ sales into Canada. The surprisingly small impact of
the Canadian tariff on US MNCs’ sales into Canada contradicts the conventional wisdom in
Canada that free trade with the US would lead to a “hollowing out” of Canadian industry.

Additionally, we find that firms within narrowly defined industries responded quite
differently to tariff changes. Such a pattern has not previously been demonstrated empirically.
From a theoretical standpoint, this result should not simply be interpreted to mean that adjustments
to trade liberalization were primarily of the intra-industry type originally modeled by Grubel
(1970) and others. Theories of intra-industry trade still predict that industry characteristics such as
economies of scale and existence of differentiated products will be the primary determinant of
adjustment patterns. We would therefore expect, if these theories held, that there would be greater
differences between industries in adjustments than within industries (since technologies differ from
industry to industry). Instead, our finding that firm characteristics explained more of the variance
in adjustments points to a potentially different explanation for production location choices: one
based upon characteristics of firms such as their international configuration of technology. From a
policy standpoint such a finding implies that government action designed to protect vulnerable
sectors from trade liberalization might be altering patterns of domestic competition rather than

helping entire industries.
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Notes

' Thompson’s (1993) study differs from other research on adjustments to tariff reductions in that
she uses stock price data on Canadian firms to measure the sectoral and intra-industry abnormal
returns corresponding to important events in the passage of the Canada-US Free Trade
Agreement. While she does not examine the impact of tariff reductions on production location
decisions per se, she does find evidence of significant intra-industry variance in returns among
firms in 2-digit industries.

2 Foreign ownership of Canadian manufacturing capacity peaked during the Trudeau years,
having reached a high of 61 percent in 1970 (Bothwell, 1992). Today, foreign ownership of
manufacturing capacity is approximately 40 percent, although it varies considerably by industry
(Rugman, 1989). At the end of 1977, US investors held 77 percent of the total foreign
investment in Canada, down from 81 percent in 1967.

> The 701 unique parent-affiliate pairs are referred to as “firms” in the remainder of this paper
unless specified as “parents” or “affiliates.”

* The procedure works as follows: Adopt the prior that each firm-specific coefficient is
distributed in the population with the mean and variance given by our estimates. The, apply
Bayes rule to form the posterior density of the vector of firm-specific parameters. For each firm,
solve for the vector of firm-specific parameters that maximizes this posterior density conditional
on the firm’s observed behavior. We treat this as the a posteriori estimate of the firm-specific
parameter values. Given such estimates for each firm, we can find the average of the firm-

specific coefficients within each narrowly defined manufacturing industry, and call these the

25



R

“industry effects.” We can then decompose the total variance of the firm-specific paraméters
intro across- and within-industry variation.

* Note that the individual affiliates which are carried forward are small and are thus are not likely
to have a significant impact on the BEA’s published data at the industry or country level.

¢ Note that an affiliate that is observed only once but with reported (i.e., not estimated) data, will
survive this screen

" Recall, that a “firm-year” observation is a parent-affiliate pair observed in a given year.

® Note that the 53 estimated data points that remained in the sample after the initial screens were
all bracketed by reported observations.

> If two codes existed for two similar industries prior to 1987 and the codes were merged into a
single code after 1987, we used the post-1987 code for the entire 10-year period. Similarly, if one
code was broken into two after 1987, we used the pre-1987 code for the entire sample period.

** If the cost of capital in the US and Canada differ, say, due to segmented financial markets, then
inclusion of Separate cost of capital variables for each country would be important, as the cost of
capital in each country would affect the capital intensity of production in that country. But we
view such a scenario as implausible, at least for MNCs. Nevertheless, even if there were no cost
of capital differences between the two countries (i.e., because capital flows are unrestricted), or if
any such differences are irrelevant to MNCs (because they can raise capital in either market), it
remains true that the absolute level of the cost of capital may affect MNCs’ production location
decisions. (e.g., if world cost of capital rises, an MNC may shift to more labor intensive
production a simultaneously shift production to lower wage countries). Such an effect would be

picked up jointly by the three cost of capital variables we have included.
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'' Real US interest rates were obtained by subtracting annual inflation rates from average yields
on AAA corporate bonds. Bond rates were obtained from Moody’s Industrial Manual and
inflation rates were obtained from the Survey of Current Business. US manufacturing wage rates
were also obtained from the Sﬁrvey of Current Business. Canadian manufacturing wage rates
were obtained from Statistics Canada’s Canadian Economic Observer. US P-E ratios were taken
from Citibase, and annual data are 12-month averages of quarterly data. Canadian P-E ratios
were obtained from the Bank of Canada Review.

2 Tariff and transportation cost SIC codes matched the codes in which the trade flows were
reported. Recall that only single-industry affiliates were included in the sample. However,
because most of the US parents were large, diversified companies, it was not possible to limit the
sample to single-industry parents as well. It was therefore assumed that parent trade flows were
in the same industry as the affiliate. In more than half the cases, parents’ major SIC code was the
same as the industry of the affiliate.

1 US tariff data was obtained from the United States Census Bureau and Canadian tariff data
were obtained from Statistics Canada. Canadian tariffs were reported in 3-digit Canadian SIC
codes and had to be converted to US SIC codes. SIC codes were then converted to ISI codes
used by the BEA. ISI codes correspond roughly to the 2-3 digit SIC code level. Correspondence
tables are available from the authors.

'“ More detail on the composition of the trade flows is available from the authors.

'*As mentioned earlier, the reorganization depicted in Figure 1 is broadly representative of the
industries in our sample. Indeed, Canadian affiliate sales to US Parents as a percent of total

affiliate sales increased from 8.36% in 1983 to 10.47% in 1992. Similarly, the ratio of Canadian
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affiliate arms-length US sales as a percent of total affiliate sales increased from 7.07% in 1 983 to
9.35% in 1992. As in Figure 1, Canadian affiliates’ Canadian sales as a percent of total sales fel]
from 76.75% in 1983 to 70.46% in 1992. Across all industries, the pattern is clearly one of
increasing Canadian affiliate ekport-orientation. Bilateral trade also increased with trade
liberalization: US parent sales to Canadian affiliates as a percent of total Canadian affiliate sales
increased from 9.5% in 1983 t0 12.87% in 1992.

*“ A scenario that would generate such a pattern is as follows: Suppose in each industry there
exists a characteristic organization of MNC production that is fixed over time. That is, some
industries require large two-way trade flows (both intra-firm and arms-length) while others do
not, and the magnitude of these flows is stable over time (except for idiosyncratic year-to-year
fluctuations). Suppose further that, through the political process, pre-liberalization tariff levels
were set low in industries that require large trade flows, and vice-versa. Under this scenario,
there is a negative cross-sectional correlation between tariffs and trade flows, but trade
liberalization‘leads to no change in the trade flows. Another, perhaps more plausible, scenario
arises if adjustment costs in production are substantial, so that trade flows respond very slowly to
tariffs. Then, if pre-liberalization tariff levels were set low in industries with large trade flows,
our tariff coefficients may be largely picking up the negative cross-sectional correlation induced
by the initial conditions, rather than any change in trade flows over time. Note, however, that
neither of these scenarios seems consistent with the data patterns exhibited in Figure 1, or the
aggregate statistics discussed in footnote 15.

"1t is important to note that our a posteriori estimates of the firm-specific betas are based on a

fairly small number of observations per firm. Recall that there are 2881 firm-year observations
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on 701 affiliates, so the average number of observations per affiliate is a little over 4. The main
reason for this is that small affiliates typically do not report data for every year in the sample
period, as they are not always required to report. In using a Bayesian updating rule to estimate
the firm-specific betas, we start from a prior mean on the betas that is the same for all firms.
Since in many cases a fairly small number of observations are used to update those means, the
posteriors are compressed towards the means. This will reduce both the within and across
industry variances of the firm-specific betas. However, we see no a priori reason to expect that
either component of the variance would be relatively more compressed. Thus, we hope that our
estimates of the fraction of variance due to each source are not misleading. Still, this issue
should be revisited when a longer panel is available.

'* We also estimated versions of our models in which the random coefficients were restricted to
be homogeneous within industries (as trade theory would suggest). For all four trade flows, this
led to very substantial deterioration in the likelihood functions. This provides further evidence of
substantial within-industry heterogeneity. The results of the industry-level estimations are
available upon request from the authors.

" To put the results in a broader context, one might note for instance that human capital eamings
functions typically can explain only 20% of the variance of log earnings across individuals based
on education and experience differences, yet the human capital theory is considered quite

powerful!
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Table 1: Conditional and Normalized Means and Variances
CAsalesto CA Armms-  US Parent CA sales

US Parent Length salesto CA  in Canada
US sales

Mean 19092 5526 13311 46108
Variance 3.9x 10" 6.2 x 10 2.1x 10" 1.8x 10*
Conditional Mean® - 30457 16463 17704 47783
Conditional Variance 6.3 x10' 1.7 x10° 2.7 x10' 1.3 x10%
Cond. Normalized® Mean 1412 2323 .1495 .7540
Cond. Normalized Variance 0561 .0858 0310 1271

Notes: *Means and variances are conditional (calculated using only non-zero observations)
®Normalized Means and Variances are also conditional and are calculated by dividing the
trade flow by each affiliate’s total sales averaged over the sample period.



TABLE 2: TOBIT and OLS RESULTS FOR TRADE FLOWS

CA Sales CA Arms-Length US Parent CA salesin
to US Parents sales to US Sales to CA Canada
TOBIT OLS TOBIT oLS TOBIT OLS TOBIT OoLS
CAN-TARIFF - B, 0.0016 0.0032¢ -0.0132¢ 0.0013 -0.0024 -0.0016> 0.0045 -0.0015
(0.0022) (0.0009)  (0.0049) (0.0009)  (0.0018) (0.0008)  (0.0035)  (0.0017)
US-TARIFF - B, -0.0194¢c -0.0175¢ -0.01372 -0.0125¢ 0.0028 0.0019 0.0199¢ 0.0322¢
(0.0040) (0.0020)  (0.0077) {0.0020)  (0.0034) (0.0017) (D.0069)  (0.0038)
C/U-WAGE -0.0017 -0.0092b -0.0027 -0.0023 -0.0003 0.0028 0.0032 0.0068
(0.0021) (0.0045)  (0.0077) (0.0045)  (0.0028) (0.0037)  (0.0060)  (0.00B4)
C/U-GDP IND=CN  0.0018 0.08312 -0.0261 0.0030 0.0008 -0.0332 0.0132 -0.0333
(0.0239) (0.0428)  (0.0732) (0.0433)  (0.0265) (0.0356)  (0.0577)  (0.0804)
C/U-GDP IND=CD  0.0118 0.0866b 00124 0.0158  0.0107 -0.0262 -0.0020 -0.0473
(0.0237) (0.0428)  (0.0733) (0.0434)  (0.0268) (0.0356)  (0.0575)  (0.0805)
C/U-GDP IND=Il 0.0144 0.08894 0.0024 0.0101 0.0031 -0.0286 0.0003 -0.0427
(0.0234) (0.0427)  (0.0730) (0.0433)  (0.0266) (0.0355)  (0.0574)  (0.0803)
C/U-GDP IND=IM 0.0154 0.089tb  -0.0036 0.0088 0.0146 -0.0230 0.0068 -0.0413
(0.0235) (0.0428)  (0.0737) {0.0434)  (0.0266) (0.0356) (0.0573)  (0.0805)
TRANS. COST 0.0121c 0.0210c¢ -0.0079 0.0036 -0.0131¢ -0.0129¢ -0.0135> -0.0305¢
(0.0041) (0.0035)  (0.0142) (0.0036)  (0.0037) (0.0029)  (0.0052)  (0.0066)
TREND 0.0003 0.0186 -0.0122 0.0002 0.0074 0.0026 0.0076 -0.0022
(0.0063) (0.0127)  (0.0215) 0.0129)  (0.0077) (0.0106) (0.0165)  (0.0239)
US INT. RATE -0.0050 0.0118 -0.0265a -0.0099 0.0038 -0.0001 -0.0071 -0.0158
(0.0058) (0.0114)  (0.0160) (0.0116)  (0.0062)  (0.0095)  {(0.0129) (0.0215)
CAN P-E RATIO -0.0003 -0.0096 -0.0018 -0.0065 0.0006 0.0037 0.0078 0.0056
(0.0033) (0.0094)  (0.0149) (0.0095)  (0.0063) (0.0078)  (0.0126)  (0.0177)
US P-E RATIO -0.0011 -0.0049 0.0005 -0.0027 -0.0004 -0.0002 -0.0015 -0.0012
(0.0018) (0.0050)  (0.0078) (0.0050)  (0.0033) (0.0041)  (0.0068)  (0.0093)
Constant - B, 0.14322 0.1920 0.4084 0.3889 -0.0047 00725 0.2911 0.4669
' (0.0829) (0.2761)  (0.3779) (0.2797)  (0.1613) (0.2296)  (0.3352)  (0.5191)
o (pir) 0.0015 0.0136¢ 0.0003 0.0070a
(0.0035) (0.0039) {0.0026) (0.0043)
(M) 0.0136¢ 0.0056 0.0080b 0.0292¢
{0.0040) (0.0162) {0.0035) (0.0058)
o(¢) 0.1522¢ 0.2989¢ 0.1301¢ 0.1881¢
(0.0087) (0.0250) (0.0069) (0.0218)
o(t) 0.0096¢ 0.0160b 0.0133¢ 0.0271c
(0.0031) (0.0073) {0.0018) (0.0036)
AR(1) p 0.6505¢ 0.5093¢ 0.3316¢ 0.5385¢c
{0.0309) (0.0425) (0.0223) (0.0226)
Model error (6g;)  0.1162¢ 0.1941  0.1928¢ 0.1966 0.1048c 0.1614 0.2434c  0.3649
(0.0013) (0.0033) (0.0010) (0.0024)
R-Squared 0.0584 0.0568 0.0552 0.06531
Number of non- 1806 967 2166 2780

2ero observations

Notes:  Sample size is 2881 for all estimations. Numbers in parentheses are standard errors.

2Significant at the 10% level

bSigniﬁcant at the 5% level

CSignificant at the 1% level



Table 3: Expected Sign Patterns and Coefficient Estimates for the Trade Flows

CA sales to CA Arms- US Parent  CA sales
US Parent  Length US sales salesto CA  in Canada
Expected Canadian Tariff* ? ? - ?
Signs
US Tariff® - - ? ?
Estimates Canadian Tariff +.0016 -.0132¢ -.0024 +.0045
US Tariff -.0194¢ -.0137¢ +.0028 +,0199¢

Notes: *The sample mean of the Canadian tariff is 5.852, and the sample standard deviation is 5.538
*The sample mean of the US tariff is 2.967, and the sample standard deviation is 2.459
CSignificant at the 10% level dsignificant at the 5% level €Significant at the 1% level



Table 4: US and Canadian Tariff Coefficient Estimates Conditional on 1983 Tariffs

CA sales to CA Ammns- US Parent CA sales in
US Parents Lelngth Us Sales to CA Canada
sales
Canadian Tariff 00016  0.0035 -00132° -0.0115 -0.0024 -0.0026  0.0045  -0.0003
(0.0022)  (0.0029) (0.0049) (0.0089) (0.0018) (0.0025)  (0.0035)  (0.0048)
US Tariff -0.0194°  -0.0166° -0.0137% -0.0105 0.0028 0.0001  0.0199° 0.0169°
(0040)  (0.0052) (0.0077) (0.0104) (0.0034) (0.0042)  (0.0069)  (0.0080)
Canadian Tariff-83 - -0.0015 - -0.0001 - -0.0013 0.0025
(0.0027) (0.0074) (0.0025) (0.0049)
US Tariff-83 - -0.0068 - -0.0052 . 0.0068 - 0.0105
(0.0063) (0.0109) (0.0042) (0.0085)

Notes: *Significant at the 10% level

*Significant at the 5% level

“Significant at the 1% level



Table 5: Percent of variance in random effects explained by within- and

across-industry effects

CA salesto USP  CA A-L USsales USP salesto CA CA Canadian

sales

Within -  Across - Within -  Across-  Within - Across - Within -  Across
Canadian 82.6% 17.4% 83.4%' 16.6%" 78.1% 21.9% 80.5%  19.5%
tariff ouil
US tariff 84.3%" 15.7% 83.4% 16.6% 83.2%' 16.8%" 853%"  14.7%'
Gpll
Time trend  82.3% 17.7% 78.5% 21.5% 86.3% 13.7% 73.2% 26.8%
oT;
Firm effect  85.8% 14.2% 78.8% 21.2% 77.6% 22.4% 75.6% 24.4%
od;
Note:

CA sales to USP are Canadian affiliates’ sales to US Parents; CA A-L US sales are arms-length sales;
USP sales to CA are US Parents’ sales to Canadian affiliates, and CA Canadian sales are the affiliates’

sales in Canada. 'Denotes significant tariff coefficient variances.



Figure 1: Charts A-D: Trade Flows-to-Total Affiliate Sales in 1983, 1988 and 1992

Chart A: US Parent Sales to Canadian Affiliates: 1983, 1988 and 1992
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Chart B: Canadian Affiliate Sales to US Parents: 1983, 1988 and 1992
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Chart C: Canadian Affiliate Arms-Length US Sales: 1983, 1988 and 1992

100
N \&
8o . .
70 :-_F' e m — e e et et v e e = ne] -y
o N T T T Y mees
s0 & 011988
40 & —
20 = 131992
20 | SN “
10 sy ————— ~— _
0 = W <
001 0.10.2 0203 0.304 0405 0506 0607 0708 0.8-09 0.8-1.0
Chart D: Canadian Affiliate Sales in Canada: 1983, 1988 and 1992
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Notes: The horizonial axis represents the ratio of the trade flow to total affiliate sales. The vertical axis represents the percent
of affiliates in the industry with flows in the specified ranges. The identity of the industry and number of firms is confidential.



Figure 2: Firm-specific US Tariff Coefficients for Candian Affiliate Sales
to US Parents: Industrial Chemicals Industry
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Appendix 1: Industry Average US and Canadian Tariffs and Transportation Costs

IND Industry Description US Tariff Can. Tariff TransCost
201  Meat Products and Packaging 0.82% 1.80% 0.41%
202  Dairy Products and Processing 6.61% 8.30% 3.89%
203  Preserved Fruits and Vegetables 7.29% 5.91% 1.25%
204  Grain Mill Products 2.33% 4.72% 1.34%
205 Bakery Products 0.56% 5.32% 0.44%
208 Beverages ‘ 3.08% 30.27% 1.01%
209  Other Food and Kindred Products 3.30% 3.98% 1.01%
210 Tobacco Products 14.74% 24.83% 0.87%
220  Textile Mill Products 8.11% 13.27% 0.64%
230  Apparel and other Textile Products 10.56% 20.82% 0.71%
240 Lumber and Wood Products 0.43% 2.56% 4.01%
250 Fumniture and Fixtures 1.72% 9.35% 0.66%
262 Pulp, Paper and Board Mills 0.16% 3.31% 2.59%
265 Other Paper and Allied Products 229% 6.49% 0.84%
270 Newspapers, Printing and Publishing 3.15% 1.41% 1.32%
281 Industrial Chemicals and Synthetics 3.50% 3.41% 2.22%
283 Drugs 3.14% 5.05% 0.37%
284  Soap, Cleaners and Toilet Goods 4.64% 10.73% 0.62%
287  Agricultural Chemicals 0.23% 0.05% 8.44%
289 Chemical Products, n.e.c. 2.79% 5.48% 0.71%
299  Petroleum and Coal Products 4.52% 0.91% 0.00%
305 Rubber Products 3.32% 5.95% 0.69%
308 Miscellaneous Plastics Products 4.34% 8.87% 0.70%
310 Leather and Leather Products 5.77% 10.83% 0.72%
321  Glass Products 2.03% 4.56% 0.59%
329 Stone, Clay and Concrete 2.11% 3.79% 2.39%
331  Primary Metal Industries, Ferrous 3.34% 4.38% 1.12%
335  Primary Metal Industries, Nonferrous 227% 1.19% 0.42%
341 Metal Cans, Forgings and Stampings 0.65% 6.12% 1.27%
342 Cutlery, Hardware and Screw Products 2.23% 7.23% 0.58%
343  Heating Equipment and Plumbing Fixtures 3.91% 9.65% 0.79%
349  Metal Services Products, Ordnance, n.e.c. 2.38% 5.79% 0.60%
351 Engines and Turbines 1.46% 9.32% 0.15%
352 Farm and Garden Machinery 0.19% 0.11% 0.79%
353 Construction, Mining and Machinery 1.96% 3.38% 0.32%
354 Metalworking Machinery 3.36% 5.87% 0.34%
355  Special Industry Machinery 2.78% 3.16% 0.31%
356  General Industrial Machinery 2.25% 3.20% 0.43%
357 Computer and Office Equipment 0.51% 1.08% 0.77%
358 Refrigeration and Service Industry Machinery 2.45% 4.28% 0.40%
359 Industrial and Commercial Machinery, n.e.c. 2.16% 2.67% 0.61%
363 Houschold Appliances 2.63% 8.82% 0.76%
366 Household Audio and Video and communications 3.71% 4.55% 0.48%
367 Electronic Components and Accessories 1.92% 6.79% 0.78%
369 Electrical Machinery, n.e.c. 2.38% 4.11% 0.44%
371 Motor Vehicles and Equipment 0.11% 0.37% 0.39%
379  Other Transportation and Equipment 0.51% 1.71% 0.22%
381 Measuring, Scientific and Optical Instruments 2.19% 2.16% 0.35%
384 Medical Instruments and Supplies 4.46% 1.89% 0.49%
390 Miscellaneous Manufacturing Industries 3.66% 6.40% 0.50%

AVERAGES 3.10% 6.12% 1.03%



