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1. Introduction

Therapid growth of the Internet during the 1990's has led inevitably to repesated cdls for regulation



of Internet content. The most widespread judtification for regulation has been that the Internet contains
materid that is harmful to children because of its bad language, sexud explicitness or violent content.

Cdlls for protecting children nevertheess beg the question whether regulation is best achieved
through government sanctions or through a combination of industry sdf-regulation and individua choice.
We bdlieve that industry sdf-regulation and facilitation of end-user choice through technology provide a
better solution. Technologica solutions like filters alow concerned parents and other Internet usersto avoid
harmful or objectionable materid without violating the freedom of expresson of Internet publishers. This
paper discusses the pros and cons of various filtering systems and proposes the best practices for Internet
sdf-regulation using filtering technology.

Many nations responded to fears about the Internet with legidation that tried to punish those who
provided disfavored content. Americals Communications Decency Act ("CDA") is perhaps the most well-
known example among many others! The U.S. Supreme Court struck down the CDA as uncondgtitutional
under the freedom of speech guarantees of the First Amendment to the U.S. Condtitution, but Congress
(and many dtates) promptly passed new legidation.

Obvioudy, some governments may seek to control Internet content for reasons other than the
protection of children. Some governments and some paliticians may wish to control the viewing and reading
choices of adults explicitly; others may atempt to control adults through the guise of regulation designed to
protect children. In generd, we think that regulations designed for these purposes are illegitimate
interferences with freedom of thought and expression. Obvioudy we cannot prevent governments from
engaging in antidemocratic practices or paliticians from engaging in demagogic appeds. Rather, our
arguments are designed to show why governments sSincerely interested in protecting children should prefer
sdf-regulatory solutions. Moreover, nothing in this report should be understood as opposing legd regulation
of child pornography. Child pornography is unlikely to be dedt with effectively by filtering solutions
Filtering solutions generdly require rating of stes. However, child pornographers are unlikely to draw
attention to themsalves by permitting rating or engaging in self-rating. The issue before usis the best way
to guarantee adults access to content they have aright to view while dlowing parentsto shidd children. We
think that direct lega prohibitions on Internet content are a poor solution.

There are important and obvious problems with trying to impose such legd redtrictions. Nationd
sovereigns usudly legidate territoridly, but the Internet crosses nationa boundaries effortlessy. A generd
internationa treaty on Internet content is highly unlikely, given the wide culturd diversity of the planet and
the need for near universa participation in order to prevent technologica end-runs. As a reault,
governments attempting to control Internet content through law have engaged in haf-way measures. Each
government has attempted to impose its own pendties on whatever content providersit can lay hands on.

Y1n awell-publicized case, a German court convicted the managing director of Compuserve Germany
of assdting in the dissemination of pornographic materia on the basis of the presence of such materid ina
Compuserve newsgroup. See Cyber-Rights & Cyber-Liberties 1999. The Somm decison imposes lighility
on agatekeeper entity (Compuserve) rather than the actud content providers. Imposing gatekeeper ligbility
may be more effective than trying to reach the actud content providers, but it is even less desirable from
afree speech perspective.



This practice combines unpredictable sanctions with near-totd ineffectiveness because many content
providers smply cannot be reached by many territorid governments. Worse ill, this haphazard
arangement can produce arbitrary and inconggent patterns of prosecution that chill freedom of thought and
expression without actualy protecting children.

Some governments have considered requiring website operators to ingtd| age verification systems
asaway of safeguarding children. Generdly spesking, age verification systems require either the use of a
credit card number or an adult verification code which can be purchased using a credit card. The credit
card number or the age verification code is then typed in each time the user vigits a Ste with content deemed
inappropriate for children. The definition of what is ingppropriate for children is determined by Statute or
adminidrative regulation. If aSte contains such materia, website operators are subject to fines or crimina
sanctions if they fail to ingtall effective age verification schemes.

Obvioudy, many of the same problems of territorid limitation apply to these proposas. much
Internet content will come from beyond the territoriad boundaries of governments requiring age verification,
and each government will have different criteria about what is inappropriate for children. But age
verification systems have other serious drawbacks. They are both problematic and ineffective as a generd
drategy for kegping children from ingppropriate content. First, age verification strongly hinders Internet
surfing by adults Mogt adult users do not wish to have to insart an age verification identification every time
they vist anew ste, and they are even more loath to type in their credit card number. As aresult, age
verification will deter adults aswel as children from vigting web stes, particularly web Stes that adults have
every right to vist.

Second, maintaining an age verification system is an expendve and complicated propogtion for
nonprofit organizations and for individuas who are not sdlling goods and services but smply wish to
communicate with others. Age verification works best for commercid pornographers, because they dready
seek to sl adult customers goods and services, which are usudly paid for by credit card. But age
verification is a genuine hardship for an organization like the National Abortion Rights League, or for the
average individua who seeks to put content on the web that might contain materid ingppropriate for
children-- for example, strong language or discussons of human sexudity. (We should add that adult
verification requirements have virtualy no effect on child pornographers, who are largely underground in
any case)

Third, most adult verification systems require only the use of a credit card to prove age. Thereis
no guarantee that the person who holds the credit card actually is an adult. Moreover, thereis avibrant
business on the Web for persons bartering false adult verification identifications and passwords.

At best we think adult verification schemes have a place in commercid pornography stes- and we
note that many commercid pornography sites dready include them-- but we think that those Stes can dso
adequately be dedt with through the use of filtering systems.

For these reasons, we believe that industry self-regulaion and technologica facilitation of end-user
choice offer a better solution to the problem of harmful Internet content. Industry self-regulation does not
mean mere forbearance by content providers; it dso involves putting technologica solutions in the hands
of end-usersto filter out content they do not wish to recaive. Hltering through software specificationsisthe
most widely supported technological method of blocking Internet content. Web sites and other forms of

Internet content receive ratings which can be read by afilter located in the end-user’ s browser or other



software interface. In this report, we focus mainly on rating and filtering of content ddlivered on the World
Wide Web; however the filtering solutions we recommend can be adapted to other forms of Internet
content, including chat rooms and Usenet newsgroups.

A Hf-regulaory solution has two digtinct but equally important components: the use of technology
to facilitate choice by end users, and location of that choice a a decentrdized, or locd levd, rather than at
a naiond or globd levd. Obvioudy whatever technologica solutions individuas employ can dso be
employed by governments. Hence governments may be tempted to impose filtering centraly or
hierarchicaly, upstream from their citizens. In this way governments may try to use filtering technology to
block al content that these governments deem ingppropriate for their citizensto view.

The Information Society Project strongly opposes such hierarchica filtering by governments. We
emphasize that a self-regulatory solution must include both technologicd filtering and decentrdization.
Conceaivably, governments may be more successful in blocking content through technology than through law,
espeaidly if therr dtizens do not know that their accessto the Internet is being filtered without their gpprovd.

However, from the standpoint of freedom of thought and expression, state-imposed hierarchicd filtering
is no better than legd punishments and may in fact be much worse. The purpose of this study is to show
how a decentrdized technologica solution that places choice in end users about what and whether to filter
can protect children and other citizens from being exposed to harmful or offengve content.

Because there is smply too much information on the Interngt, filtering of some form will be
inevitable. Market forceswill demand and produce increesingly technologicdly proficient filters for different
purposes. The mogt familiar of these are search engines, which grow in power and discrimination with each
passng day. Thus there is no need to ask whether filtering and filtering technologies should be
implemented. They dready are. The gppropriate question is what kinds of filtering sysems are desirable
and for what purposes. Cyberspace is plastic and can be shaped into awide variety of architectures. The
choice of filters plays an important role in the architecture of cyberspace. Thus the choice we face in
choosing filtersis a choice about what kind of architecture cyberspace will have. Thisis an important and
weighty decision, because architecture regulates human conduct and shapes human thought (Lessig 1998,
Boyle 1997). Technology in practice is not neutrd in its effects or in the values that it promotes or hinders.

Moreover, filtering and rating sysems will surdly be used for purposes other than protecting children from
harm. In thisway they may have sgnificant and unintended effects on the evolution of culture (Bakin, 1996).

One argument againg the development of filtering software is that it will be employed by
governments or large private entities without the consent of end-users to censor private expresson
upstream. However, as noted above, we think that market forces will inevitably produce filtering systems
of increesing proficiency. Moreover, opposing the development of filtering sysems for end-users may have
even worse consequences.  Unless governments are assured that decentralized filtering will produce an
acceptable degree of salf-regulaion, they will inevitably turn to legd sanctions that will tifle freedom of
expresson more directly. Thus, we should not avoid designing effective end-user filters because of afear
that they may someday be adapted by governments or other powerful entities for unscrupul ous purposes.
Thefight againg hierarchicd filtering by governmentsiis best carried on through politica and legd pressure
rather than by smply opposing technological development. Moreover, such criticisms overlook the fact that
technology can aso be used to fight hierarchicd filtering, by developing effective methods to prevent or
discourage governments from filtering Internet content upstream.
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In order to avoid the dangers of upstream filtering by governments who fail to respond to political
and legd pressure, wethink it best to design the architecture of the filtering system to frudtrate such attempts
before they occur. Thus, we propose a system of encrypted ratings. Under this system, dl ratings sent
from web pages will automatically be encrypted with aweek (three to eight digit) encryption scheme. This
encryption will take virtudly no time to decode in the end-user's browser. However, a government's proxy
server will have to decode each and every one of these ratingsin order to decide whether the rlevant Web
pages should be blocked. The cumulative effort required to do thiswill be prohibitive: If more than asmdl
number of peopletry to usethe Internet a once, decoding even weak encryption of al of these ratings will
be sufficient to overload any proxy server. In short, the point of wesak encryption of ratingsis to use the
bottleneck feature of upstream filtering againgt itsdf. If week encryption of ratingsis built into the filtering
system, governments will be unable to filter upstream without their proxy servers grinding to ahdt. Asa
result, dl filtering will have to be performed at the end-user's browser. Thus, by designing the architecture
correctly, we can actualy promote free speech values. We can safeguard decentralization and end-user
autonomy, and turn the tools of censorship against would-be censors?

In the following discussons, we emphasize end-user autonomy as a centrd concern. Neverthdess,
the expresson "end-user” is necessarily aterm of at. For example, if the god of filtering is to protect
children, their parents or guardians are properly the rdlevant "end-users," even though the children use the
compuier.®

“Even without encryption, end-users can take other stepsto defeat upstream filtering. A second solution
involves what we might call "trojan ratings.” It involves sending targeted fase ratings to the | P addresses
of countries using hierarchicd filtering, while sending true ratings to requests from dl other |P addresses.

The point of such “trojan ratings’ is to create an credible threat againgt oppressive governments. If a
government uses hierarchica filtering, private parties can thresten to sabotage it by targeting its proxy
sarvers. It isnot necessary for everyone to engage in this practice as long as a sufficient number of rated
gtes announce publidy that they will do so. While the firgt solution-- encrypted ratings—- can be anaogized
to alaw or mandate that is built into the architecture of the system, the second solution isaform of "civil
disobedience’ that individuas can employ based on the architecture of the system.

%We cannot hope to offer agenerd discussion of the problem of who is the "end-user” in this report, nor
do we think it necessary, given that our basic concern isinteractions between parents and children. We do
suggest, however, that the decision by athird party that person may not use a computer to access certain
content from the Internet demands some sort of judtification. The burden should be on the filterer to judtify
the deniad of another personss access. The most plausible judtifications for restricting access are that the
third party owns the computer or that the third party has ardation of legitimate authority over the user. For
privately-owned computers, the brute fact of ownership may often be a good enough reason, athough a
relation of legitimate authority will often dso be present. Thus parents may redirict their children's use of
their computers. (We dso assume that private individuals should be able to restrict use of their computers
by friends and socid guests, even without ardation of legitimate authority.) Private employers may redtrict
employees use based on ownership of the computer and legitimate relations of authority and workplace
control. Neverthdess, redricting employee access may involve technologica surveillance and invasions of
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Theam of thisreport isto set out a best practices modd for Internet filtering sysems. Thevaues
that this mode seeks to promote are the following:

End-user autonomy. End-users, rather than intermediaries such as Internet Service Providers ("1SPS’) or
nation-gates, should decide whether and how to filter Internet access. As noted above, we oppose
upstream or hierarchica filtering by governments.  Equaly important, meaningful choice by end-users
requires a variety of filtering options that reflect different culturd vaues and ideologies. We hope to
promote this variety by cregting a market for filtering options and by carefully limiting the intellectud
property rightsin filtering systems that might alow third parties to restrain the market's operation. Findly,
the sysem musgt feature a user-friendly interface that encourages actua use of its festures and makes choice
ared posshility for the vast mgority of end-users. No system can truly promote autonomy unless most
people can operateit farly essly.

Protection of freedom of thought and expression for content providers. The point of usng filtering
systems indeed of legd prohibitions on content is to dlow individuds to publish wheat they want on the
Internet while alowing end-users to filter out things they do not want. A good filtering system will respect
the ideologica diverdity of content providers aswell asend users. 1t will not block pages whose content
isunrelated to the criteria used for filtering, and it will not attempt to block pages because they are critica
of the filtering system being employed. Asadefault rule, the system should not block unrated sites unless
the end-user specificaly requests this option. As we will discuss in more detall below, our preferred
solution relies heavily on rating by content providers themsdlves, which is usudly cdled "firg-party” rating.
Firg-party rating is not only more practicd, it dso places important decisions in the hands of content
providers, for example; whether to rate the entire Site, individua pages, or individud dementswithin agte,
and, perhaps equaly importantly, whether to rate at all.
Protecting freedom of expresson is and must be a serious issue in filtering desgn. To understand
why thisis s0, we must understand which speskers the burden of Internet filtering fals most heavily upon.
When most people spesk of protecting children from ingppropriate content, they normally have in mind
child pornography and commercid pornography. Aswe have pointed out previoudy, filtering sysems are

privecy. These are separate questions that must not be overlooked.

Free speech vaues suggest that the government should be treated differently than private
employers. We do not think, as a generd matter, that governments should be able to impose mandatory
filtering on government-owned computersif those computers are made generaly ble to the public.

Nevertheless, certain important contexts, like computers used for educationd purposes in public schools,
may involve arelationship of legitimate educationd authority thet judtifiesfiltering. By contrast, agenerd
governmental mandate that citizens usefilters or particular filtering settings on their own computers restricts
the use to which private parties can put their own computers. This congtitutes a genuine, and in our view,
unacceptable threst to freedom of speech and conscience. Findly, we do not support the notion that
governments may force parents to place filters on their computers in order to protect children; it should be
up to parents, in the first instance, to decide what their children should be exposed to.



not particularly well suited to deding with child pornography. Because mere possesson of child
pornography isillega in many countries, child pornographers do not wish to draw attention to themsdves.
They are unlikdly to rate their Stes as containing child pornography or to stay in one place long enough to
be part of list of rated Sites by third parties. They are best dedlt with through law enforcement and other
devices of industry self-regulation like telephone hot lines. The sameistrue for people who use e-mail or
chat roomsto entice children. They are unlikely to rate themsdlves as pedophiles.

Commercia pornographers, on the other hand, are in the business of making money. Hence they
usudly require a credit card or some other form of adult verification in order to enter asite. Obvioudy,
these Stes may have free "come-ons' designed to entice visitors. However, because their target audience
isadults, it is not surprising that many commercid Stes have signed up to be rated as adult Sites by various
forms of filtering software. Commercid pornography sites do not resst being identified as "adult”. Being
"adult” is part of ther advertisng. Asaresult, we think that commercid pornographers are the mogt likely
to fit easly into our proposed filtering system.

It turns out then, that the burden of filtering islikely to fal most heavily on those personswho fit into
neither of these categories- the vast mgority of Internet speakers and publishers who are not in the
commercid pornography business and who do not trade in child pornography. This includes political
activists who discuss issues like human sexudity, abortion, rgpe, and drug use, take controversd and
unpopular stands, as well as authors of artistic work with erotic themes. These speakers smply want to
be able to reach audiences that are willing to ligten to them. We should design afiltering system that ensures
that they are able to do so.

Ideological Diversity and Flexibility. A good filtering sysem must be flexible enough to permit
development of many different ingtantiations thet reflect the wide culturd and ideologicd diversty on the
planet. Asvaues change over time, the sysem must be flexible enough to accommodate these changes.

Capacity for organic growth. Idedly, filtering devices should be both forward and backward competible.
New filtering software should be able to use specifications and read ratings currently in place. Older
software should be easily adaptable to read ratings based on new specifications as they evolve.

Transparency. End-users must know when access has been blocked and why. For example, when access
is blocked, filtering software should not smply display a generic error message such as "Error. Document
not found." The software should instead explain that information has been blocked and give the reason for
the denid of access, gating the basic criteriafor the rating employed, for example: "Accessto this Ste has
been denied because the requested data contains content rated above 2 on the RSACi violence scde” The
software should dso reved where the filtering has occurred—at the end-user's browser, or upstream, by
acorporate intranet, an ISP, or a proxy-server.

Trangparency means different things for end-users, for people who assign ratings to web sites, and
for programmers who cregte implementations of a common filtering specification from which end-users may
choose. For end-users, trangparency means having enough information to make reasonable choices about
which filtering sysem to use. Thus, the end user must know the basic categories upon which filtering
occurs. If the sysem involves scaar vaues that measure intensity, such as 0 to 4, the end user must be able



to ascertain what these different vadues mean in practice. For persons who rate web stes-- including people
who sdf-rate-- trangparency means that the substantive meaning of different ratingsis easly undersandable
and publicly available. For the programmers who cregte different ratings systems, trangparency means that
information about al aspects of the specification is fully public so that programmers can cregte different
implementations. Moreover, it means that dl aspects of the different implementations are public so that
others can examine and criticize their work. Because end-users may lack programming expertise, whet is
transparent to programmers is not necessarily transparent to end-users or even to persons who rate web
gtes, howeve, it is sufficient that anyone with programming skills can gain access to information about
ratings specificationsif they so desire.

Open Source. Asthe discusson of trangparency suggests, we advocate a basic filtering system with a set
of specifications that can be implemented by anyone. The specifications will be public and free; no
organization will hold intdlectud property rights that dlow it to condrain the use of the sysem. Network
effects will probably lead to a certain degree of standardization, and we recommend that a non-profit
organization be created to oversee the development of an initid basic vocabulary of content descriptors.

But the content of the system should be determined in large part by the preferences of end-users, webdite
operators and public interest organizations; it should not be imposed from the top down.

Privacy. Some approaches to filtering-- notably, certain implementations of the PICS-based system
discussed below-- raise troubling privacy issues, because the process of filtering generates and placesin
the hands of third partiesalist of materid requested by end-users. We mugt not alow filtering sysemsto
erode end-user privacy.

Compatibility between different rating systems Filtering software must be able to accommodate
different rating sysems individudly and in conjunction. Filtering software mugt dlow different ratings
sysemsto "tak to each other" and be applied seriaim or in combination. End-userswho canturnto alarge
number of different rating sysems have gregter choice than those who must rely on a small number of
systems. But end-users who can use different systems together have the greastest degree of freedom in
congructing afilter to suit their particular needs.

These values are related, and each contributes to the central value of end-user autonomy. For
example, trangparency promotes autonomy because end-users who do not know that material has been
blocked can neither readily evauate the performance of afilter nor intdligently choose adifferent one. An
open source gpproach aso promotes autonomy, by giving end-users a voice in the development of the
sysem. We can thus put our basic normative god very smply: end-users should have a choice about
whether and what to filter.

Filtering systems that attempt to offer a meaningful choice confront the same basic problem. For
end-users to have red autonomy, they must be able to choose among a wide variety of ideologies and
vaues embodied in different filtering sysems. They must be able to choose a system that blocks what they
want it to block and permits what they want it to permit.

The problem is who will do the rating. Generdly spesking rating is either done by content



providers, cdled "firg-party rating,” or by separate organizations, caled "third-party rating.” Web ste
ownerswho rate their own web pages are fird-party raters; organizations like the Anti-Defamation League
or companies like Cybersitter or NetNanny who rate stes are third-party raters.

The problem with third-party ratings is that there is too much materid. Third-party rating is too
expengve and time consuming. Nor can end-users rely on firg-party rating by website operators who rate
their Stes according to ideologica criteria. Even if content providers were willing to self-rate according to
these criteria, there is no guarantee that they would do so accuratdly. In short, firs-party rating according
to ideological standards is too unreliable. The task, then, isto congtruct a system that accommodates a
diversty of ideologies while remaining inexpendve enough to be feasible and reliable enough to be useful.

Such a system must both describe Internet content and evauate the description. 1t must, for
example, both express the fact that a Web page contains depictions of violence and attach ideologica
ggnificanceto that fact by restricting or permitting access. The problem is how to achieve both tasks. Third
parties can bring a congstent ideologica perspective to bear in evaduation. But they cannot possibly
decribe dl the content on the Internet. We might ask firgt parties to describe their content, but they cannot
consdently evauateit. Perhgps even more important, description and evauation are not mutudly excdusive
categories. Descriptions of content are not entirdy vaue-free, especialy the content that most ratings
systems would be interested in. Descriptions of nudity, language, violence and sexudity inevitably involve
some normétive or ideologica evauation.

Our solution relies on a divison of labor between firgt and third parties. We ask firs parties
(webgite operators) to describe their content, but in termsthat are likely to lead to convergent practices.

In other words, we are less concerned with whether the descriptions are vaue-free (an impossible god in
any ca) than with whether most first parties will gpply them in roughly the same way. The god is not
ideologica neutrdity but predictable convergencein behavior. One might call these descriptions "objective”
but a more accurate term would be "intersubjectively convergent.”

We then ask third parties to produce "templates’ that combine and rank combinations of these
content descriptors in ways that match their ideologica preferences. Smply put, atemplate takes the raw
materias of content description and decides which combinations are better and which are worse with
respect to agiven value system. Thus, we do not ask third parties to be ideologicaly neutrd-- indeed, we
gpecificaly ask them to rank certain types of content based on their values about what is good and bad, and
what ismore or lessharmful to children. The god of third partiesin the sysem isto st up basic dandards
of evauation that will be applied to the convergent descriptions of first parties. Because the basic task of
third partiesisto set up ratings templates, they do not have to rate every Ste, dthough they are freeto rate
particular Stesindividualy and add those ratings to the mix.

Because ratings templates will be rdatively ample and easy to set up, we expect many different
organizations will be willing to creste them. Our god isto make it possible for an organization to set up a
new template with only aday or two of work. Moreover, because the templates will be publicly available,
organizations can model their efforts on previous templates, making the codts of template creation even
gndler. Findly, because dl templates will be based on a common language, end-users (or other
organizations) can mix and match them to produce custom templates suitable to their ideological tastes.

This gpproach alocates to each group the tasks that they are mogt able and most willing to perform.



Before explaining our recommendetions in more detail, we will firgt discuss the history of different filtering
systems and their pros and cons. Then we will discuss the technological devices out of which our system
will be constructed.

2. Fltering Systems
2.1. First Generation Filters

Filtering softwareisnot new. Early approaches to filtering have tended to take two primary forms.

One form screens documents before dlowing access. If the screening detects forbidden words such as

"breadt,” "seX" or "homosexud," accessis denied. Thistechnique dedswith the twin problems of description
and evduation by performing amechanicd and very crude evauation of dl content requested. It judges
content based on the presence or absence of forbidden terms. Unsurprisingly, text-based screening is very
bad at recognizing changes in context: for example, text-based filters may block discussons of breast cancer
and lega debates over homosexua marriage because they contain the words "breast” and "homosexud.”
The Univerdty of Kansas, having ingtaled the text-screening Surfwatch program, found it hed cut off

accessto its own Archie R. Dykes Medicd Library. One way to mitigate the harshness of the autometic
blocking rule isto delete the offending terms, but this leads to bizarre results, converting sentences such as
"Traditionaists oppose homosexud marriage” to "Traditiondists oppose marriage”' (Weinberg 1997:460).

Text-based blocking software is still being refined, and more sophisticated approaches attempt to

capture contextua subtleties by consdering factors such as repetition and proximity of forbidden terms.

But the refinement seems unlikely to produce a satisfactory system. Context is smply too complex for
mechanica evauation, and, more important, mechanica evauation of picturesis ill technologicaly quite
distant.

The second mgor gpproach rdlies on third-party organizations to evauate dl content by individud
inspection. Evauators generate lists of acceptable and unacceptable Stes, software then either restricts
access to the unacceptable Sites ("blacklisting”) or dlows access to only the acceptable ones ("whitdigting”).

CyberPeatrol, for example, offers both a"CyberNOT Block Ligt" of stes deemed unsuitable for children
and a"CyberYES List" of gpproved Stes. Users can configure the software ether to exclude the blacklist
or to dlow access only to the whitdlist.

We have dready noted that relying entirely on third-party rating isimpractica given the volume of
Internet content. Invariably both blacklists and whitdigts are underinclusve. Blacklists miss some Stes that
should be blocked; whitdlists omit some sites that do not contain harmful content. Indeed, the mere
exigence of both blackligts and whitdlists acknowledges thisfalling, for a perfectly inclusve blacklist would
be identicd to a perfectly indusve whitdig.

Even manufacturers of blocking software understand their inadequacies in covering the Internet;

blackligting software programs such as CyberPetral are now usualy compatible with PICS-based filtering,
which will be described momentarily. But these programs are nat only ineffective; they have other, equaly
seriousfalings. They dso offend severd of the vaues discussed above as a necessary consequence of their
technologica structure. Fird, blacklists are usudly not transparent. Some blacklisting programs
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reved to usersthat access has been blocked. But they need not do so. Moreover, once asite is blocked,
the program does not have to offer any explanation, except that the program's raters found the ste
unsuitable basad on therr criteria. Thereis no requirement that these criteria be made public. Among exigting
blacklist programs, CyberPatrol offers some degree of transparency. It evauates sites dong fifteen different
dimengons, from "violence/profanity” to "doohal & tobacco.” In effect, it containsfifteen different blacklids,
end-users may activate as few or as many asthey choose. CyberPatrol alows some information about why
a dte has been blocked, because it can disclose on which blacklist the site fell. Solid Oak Software's
CyberSitter, by contrast, maintains a single undifferentiated blacklist (Dobeus 1998:633).

Lack of trangparency is a serious problem for blacklisting software. Users of blacklis filters tend
to be parents concerned about restricting their children's access to ingppropriate materia. But consensus
a that leve of generdity about what should be blocked (materid "unsuitable for children™) does not trandate
into consensus about which stes belong on the blacklist. Even when more specific criteriaare ligted (eg.,
"foul language') the bassfor decison is not reedily avallable. Decisons about individud Stes are inevitably
ideologicd, and blacklists force parents to accept the undisclosed ideologies of the third-party raters. Thus,
blacklists tend to be not only underinclusive but dso overinclusive; they block sitesto which end-users do
not object.

Theligt of stes blocked by common blacklisting programsis troubling: Jonathan Weinberg notes
that CyberPeatrol blocked the Electronic Frontier Foundation's censorship archive, the Anima Rights
Resource Site, the League for Programming Freedom (a group opposing software patents), and Usenet
newsgroups including at.feminism, soc.feminism, and at.support.fat-acceptance. CyberSitter blocks the
Nationd Organization of Women website, the Pend Lexicon (a British Ste covering prisons and pend
affairs), and Web pages that criticize its blocking decisions (Weinberg 1997:461-62).

Compounding the problems created by the lack of trangparency is the second defect of blacklisting
programs. they are generaly not open source. Their blacklists are typicdly treated as proprietary
information, withheld from end-users and protected by intelectud property rights. End-users have no voice
in determining the content of the blacklist, and are in fact severely redtricted in their ability even to learn
which stesareblocked. (When the Netly News, asubsdiary of Time-Warner Pathfinder, created a search
engine designed to alow end users to find out which sites CyberSitter blocked, Cybersitter retdiated by
blocking the more than 150,000 web pages on pathfinder.com.) (Wagner 1999:762-63, Weinberg
1997:462).

Withholding the list of blocked Stesis not amply an arbitrary affront to trangoarency; itisacentrd
feature of mogt blackligting software. Blacklists employ lists of offending Sites that are ddliberately kept
secret through technologica devices and by lega protections like trade secret law. Third-party rating is
labor-intensive and consequently expensve. The makers of blacklisting software sdll their products to
recoup these expenses and turn aprofit. Because the vaue of blacklisting software congsts primarily in its
database of unacceptable Sites, reveding a company's database of offending sites would undermine the
market value of the product. Competitors could free-ride on the hard work done by the company's
employeesin locating and rating thousands of websites.*

“Another argument is that trangparency would give children a ready-made list of inappropriate sites.
Indeed, most filtering systems can be inverted and used to seek out objectionable material. This concern

11



Neither text screening nor blackligting, then, is a viable way to condruct afiltering sysem. Text
screening is too crude.  Blacklisting relies entirdly on third parties, consequently it is expensive,
underinclusive, and nontransparent. It gives end-users very little choice in the ideologica content of the
filtering system. Thefailings of text-screening and blacklisting filters show that firg-party rating must be an
essentid component of any filtering system. In the next section, we look a various software solutions that
take the first steps towards integrating the work of first- and third-party raters.

2.2. Filtering through general software specifications: PICS PICSRules, and RDF.
22.1. PICS

The Plaform for Internet Content Sdlection, ("PICS") isa set of software specifications for filtering
systems created by the World Wide Web Consortium ("W3C"). PICS dlowsthe cretion of labels that
can be associated with individua Internet addresses (Universal Resource Locators, or URLS). Labels can
also be associated with an |P address --the identifying address of a computer connected to the Web-- in
which case they apply to every document retrieved from that computer. The basic ideabehind PICSisto
create a tandard for metadata: information about information. For example, if data condstsin apicture
on a page, metadata might include the statement that there is a certain type of picture on apage. A PICS
labe is essentidly a statement about what data resdes on the page a a certain URL. The statement
generdly takes the form of an assertion that the data has certain properties, for example, that it isapicture,
that it contains guns, that it is violent, that it has been rated by a certain organization, and so on.

Different ratings sysems will use different sysems of labdls, the PICS format smply outlines the
basc format that all such systems must use so that they can be read by PICS compatible filters. Thus,
grictly spesking, PICS itsdlf is not arating system; it merely provides common specifications for creeting
labelsthat are part of araing sysem. The most well-known content rating system using the PICS software
gpecification is RSACI, which was origindly created and maintained by the Recregtiond Software Advisory
Council on the Internet. (The RSACi organization has recently been merged into alarger organization, the
Internet Content Rating Alliance (ICRA), which is now entrusted with maintenance and development of the
RSACi rating sysem.) RSACi isonly one possible implementation of the PICS software specification. It
isnot identica with PICS. We will discuss the advantages and disadvantages of the RSACI ratings system
later in this report.

In the kinds of filtering systems we are concerned with, the properties used to describe data will
be the categories and scaes associated with particular rating systems. Thusatypicd PICS labd might say
that the data at worldwarll.com/dday/omaha.jpeg (afictitious URL, intended to designate a photograph

seems relatively insubgtantial however, given that the settings of filtering systems are supposed to be
ble to parents but not children; blacklists could smilarly be protected by passwords known only to
parents. More sgnificantly, finding pornogrgphy on the Internet is anything but difficult. Smply searching
for "PICS’ (to say nothing of "sex) on Lycos will turn up ahost of pornographic Sites, and seerch engines
devoted to pornography, like http://mwww.sexhound.com, also exist.

12



of the Omaha beach landing) contains content rated 3 on the Violence category of RSACI, an Internet
ratings sysem. A label may contain more than one assartion. The same labe might dso say that the
document isapicture, thet it is historica, or that it shows red-life combat. For labelsto be useful end-users
must have filtering software that recognizes the properties "picture” "historical,” and "red-life combat.”

Programmers can associate PICS label s with entire websites, pages within those Sites, or particular
items on particular pages. A labd associated with the hypothetica worldwarll.com website would apply
to every document retrieved from worldwarll.com. If the documents differ sgnificantly—say, a text
description of the Lend-Lease program and a photo of Allied troops storming Omaha beach— there are
advantagesto create different labels for each individua document. However, the more labels added, the
longer it takesto rate a Site and to filter the Ste when it is visited.

Using a PICS-based rating system to filter content involves severd different tasks, and it is
important to recognize that each of them can be performed by different parties (Resnick 1999). First, one
must establish arating system. A rating system requires the development of a standard vocabulary and
categories for labels. By "vocabulary” we mean any description of content. By "category” we mean
organization or grouping of vocabulary dements dong a particular axis. For example, in the RSAC rating
sysem "mild expletives” "moderate expletives or profanity,” and "strong language, olbscene gestures, or hate
gpeech” are elements of the RSACi vocabulary. Note that the last two elements are disjunctive, that is,
therating gppliesif any part is satisfied. Aswe will describe below in more detall, digunctive vocabulary
elements create specia problemsfor aratings system.

RSACi organizes these vocabulary eements into asingle "language’ category, whose range of
permissble vaues ("sca€e") runsfrom zero to four. Each scdar vaue from zero to four is associated with
a different vocabulary dement. Thus, "mild expletives’ are assigned a scda vadue of 1, "moderate
expletives or profanity” recelve avaue of 2, and "strong language, obscene gestures, or hate gpeech’” have
avaue of 3. (Because this category is digunctive, a Ste receives a 3 rating if it contains either a swear
word, an obscene gesture, or aracid epithet.) A browser reading RSACI labels, with a"language’ filtering
setting of <3, will permit Stes containing the first two groups of vocabulary eements but block those
containing the third. A set of categories offered asaunit isa"rating sysem” or a"template’ (W3C 1999d).

A raings sysem can have many different categories each containing many different vocabulary
dements. For example, RSACi's rating system contains the categories "Nudity,” "Sex," "Violence" and
"Language.” In RSACI each category has a five-point scale, running from zero to four, associated with
different vocabulary dements.

As noted, PICS dlows the creation of many kinds of ratings systems. For example, a different
rating system, concerned with the medium of presentation, might have the categories "Ficture” "Text,"
"Video," and "Audio." Each of these categories would probably have only two vaues on its scde: 1 (for
yes) and O (for no). The vocabulary e ements would thus be "Picture’ and "No Picture,” "Text" and "No
Text," etc. Still another rating system, modeled on the Mation Picture Association of America(MPAA)
ratings, might estimate the maturity required to view the rated materid. 1t would have only one category,
"Minimum Recommended Age"" The scde within this category might run from 1 to 18, in which casethe
vocabulary elements would be " Suitable for Age 1," "Suitable for Age 2 and Under,” "Suitable for Age 3
and Under,” and so on. Or it might be a coarser five-point scae like the MPAA, with vocabulary eements
"Suitablefor All Ages" "Suitable for Pre-Teens" "Suitable for Y oung Teens,” " Suitable for Older Teens,”
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and "Adult."

As these examples should suggest, vocabulary eements may range from relaively "objective"
descriptions that can be reliably coded by awide variety of raters (eg., "Picture' and "No Picture’) to
relatively "subjective’ descriptions thet are likely to produce congderable disagreement in gpplication (eg.,
"Suitable for Young Teens'). Choosing between the reliability of vocabulary dements that will be coded
amilarly by most people and the ideologica richness of more subjective vocabulary dementsis one of the
basic dilemmeas for filtering systems. This dilemmais related to the choice between firgt- and third-party
rating; if fird-party rating isto be rdiable, vocabulary € ements must be "objective” not in the sense that they
are vauefree, but in the sense that they will produce convergence in rating because most people will gpply
them in the same way.

Because current filtering systems generaly focus on protection of children, most rating sysems use
smilar categories such as sexud or violent content, indecent language, and promotion of drug use. They
vary condgderably in the "objectivity" (expected convergence in rating) of their vocabulary eements.
RSACi's dements are designed to promote behaviora convergencein rating, while SafeSurf's are more
subjective and controversd.  SafeSurf, unlike RSACI, tries to reflect common mord judgments
(presumably those in the United States) about factors that make particular content more or less
objectionable. Thus, for example, SafeSurf's "Nudity" category distinguishes between "Dictionary,
encyclopedic, news, medica references’ (vaue 3); "Classic works of art presented in public museums for
family view" (vadue 4); "Artidicaly presented with full frontd nudity” (vaue 6); and "Erotic fronta nudity"
(vaue 7). Hencethe SafeSurf "Nudity” category may produce divergence in coding in many different ways.

For example, people in different cultures or with different vaues may disagree about whet is"artidic,” and
"erotic,” aswdl aswhat is"classc.”

The developers of PICS hope for awide variety of rating sysemsin order to maximize end-user
choice (W3C 1999f). Moreover, through afurther development, PICSRules, they have made it possible
to employ different rating sygemsin conjunction. We agree that the homogeneity of exiging rating sysems
istroubling. If third-party rating systems were chegper to produce, greater diversity would be more likely.

Hence one of the ams of our proposed system is to reduce the cost of cregtion.

Second, someone must rate Sites by assigning labelsto Stes. To rate aSite isto assign labelsto
content. A typicd labd for awebgte might look like this "Nudity = 4; Language = 3; Violence =5." Again,
rating can be done by firg-party content providersor third parties. W3C expects both first and third parties
to be active in the rating of content, and we will aso recommend amixture of first- and third-party ratings.
While we bdlieve that amixture of first- and third-party rating is preferable from a policy perspective, an
equaly important reason is that third partieswill smply be unable to rate the entire Internet.

Third, labels must be distributed to those who request them for filtering. PICS-based filtering may
be performed either by the end-user's browser, or by an entity further upstream-- for example, asearch
engine, a proxy-server, or an Internet Service Provider ("ISP"). Upsream filtering—especidly if not
disclosed to or consented to by end-users— threatens free speech vaues. We thus recommend that
filtering be performed at the end-user leve. If filtering is performed upstream, the software should report
thisfact. It should aso indicate that access has been denied and explain why.

Rating labds can be digtributed either by website operators (“firs-party distribution™) or by other
organizations ("third-party digtribution™). First-party distribution probably the easest and least costly
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method. Programmers can insert rating labels as a header in the language of aweb page. Third-party
digtribution is more complicated, because the end-user has to fetch the rating labels associated with a
particular web page from some other place on the Internet. W3C contemplates the existence of "label

bureaus’ which will store third-party labels and provide them to browsers (W3C 1999b). Thiscreatesa
redl danger of bottlenecks, as millions of web surfers request 1abels from amodest number of |abd buresus.

One can dso sore third-party labelsin end-users browsers. However, given the vast and growing number
of webgtes, this gpproach is not feasble unless third partiesrate only avery smal fraction of websites. It
is unlikely, in any event, that third parties will have the resources to keegp up with the rgpidly expanding

Internet, and the system we discuss below contemplates alimited role for third-party raters.

Fourth, ratings will not work unless someone writes filtering software thet can read the labels. The
software required is actudly quite minimd; it need be able only to read labels and follow ingtructions about
restricting access based on what the rating labels say. We expect that in the future most browsers will
incorporate filtering software, and indeed the most recent versions of Internet Explorer and Netscape
Communicator are PICS-compatible.

Fifth, someone-- ether the end-user or another person-- must choose among the available filtering
settings permitted by the software. 1n short, someone must operate the filtering software to decide which
ratings are acceptable and which are not. Once again, in generd, we believe that this choice should be
made at the end-user level. In other words, filtering settings should be specified in browsers, rather than
upstream.  This reduces the danger that filtering will be done without the end-user's knowledge or consent.

This does not mean that third-parties should not develop and didtribute their own rating systems, only that
the end-users should be free to choose which rating systems to employ.

Sixth, and findly, filtering software must be ingtdled and run. Generdly, we adso recommend that
this take place a the end-user levd, rather than upstream, in the interest of promoting end-user autonomy.

The PICS specification was designed to be flexible and to accommodate many different kinds of
ratings systems. It has been enhanced by new specifications, including PICSRules, which we discuss next.

2.2.2. PICSRules

PICSRules, like PICS, is a development of W3C. It isalanguage for writing filtering rules that
alow or block accessto URL s based on PICS labd s that describe those URLS (W3C 1999¢). In generd,
PICSRules operate by specifying the organizations whose labels are to be consulted, and then articulating
policies for applying those labels, specified according to their categories. For example, a PICSRule may
ingruct filtering software to look up the RSACI labd for aparticular URL. Then it may give indructions
to use RSACi's violence and language categoriesin certain ways while ignoring its sex and nudity categories.

In dightly greater detall: the "serviceinfo" dause of a PICSRule specifies the organiztions whose labels are
to be consulted and gives the URL of alabd bureau from which to retrieve the labels. 1t aso controls
whether or not the rule will use labels embedded in the requested document. "Policy” clauses determine
whether a URL will be accepted or rejected. They may direct the filtering software to accept or reject
basaed on information coded in the URL itsdlf or the scdar values of any categories of the labels specified
in the serviceinfo clause. Once apolicy clause ingructs the software to accept or regject the URL, it does
90 regardless of later clauses. Thus earlier policy clauses have priority. A set of clauses defining
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preferences will be referred to as a " profile.”
Theimportance of PICSRulesliesin its aility to coordinate various rating sysems through multiple
policy clauses. A PICSRule could, for example, give the following ingtructions:

(&Three particular URLs are to be accepted and four blocked. (These instructions use
"AcceptByURL" and "RgectByURL" policy clauses))

(b) Any URL rated by the ArtFriends service as having atigtic content>2 is to be
accepted. Any URL rated by People for the American Way as having politica content>3 isto be
accepted. (These ingructions use "Acceptlf” policy clauses)

(¢) URLs not accepted under the first two clauses are to be rejected unless RSACi rates
them as having violence<3. (Thisingruction uses a"RgectUnless’ policy dause; it will rgect dl
URLsrated higher than two on the RSACi violence category, and dso dl URLs not rated on that
category.)

(d) URLs not digposed of by thefirg three rules are to be accepted. (Thisingruction uses
the policy clause " Acceptlf ‘otherwise™.)

This particular rule is broadly smilar to filtering using the RSACi violence category done and
blocking unrated URLSs, but it dlows greeter precison in articulating what isto be blocked and thus greeter
user choice in determining the ideology embodied in the filter settings. Thet is, it reflects the judgment that
artigtic or political content, as determined by ArtFriends and People for the American Way, is sufficient to
redeem materid rated as violent by RSACi dandards. By employing rating systems developed by different
organizations, PICSRules would dlow abasic rating system to be refined and overridden by the avowedly
vaue-laden judgments of organizations trusted by users.

2.2.3. RDF

The Resource Description Framework ("RDF") is yet another framework for describing and
exchanging metadata. As noted in the discussion of PICS, metadata, involves statements or descriptions
about properties of Web pages or individua documents on those pages. RDF provides astandardized and
machine-readable syntax for making these statements and descriptions (Bray 1999, Cowan, 1999, FHynn
1999, W3C 1999a, W3C 1999).

A thorough technica analysis of RDF beyond the scope of thisreport. In essence, RDF is quite
amilar to PICS; it can do anything PICS can. Both specifications dlow the creation of statements about
Internet  documents. As a sample daement, consder the propostion  that
worldwarll.com/dday/omaha,jpeg is a picture containing red-life higtorica violence. We have seen dready
that this proposition can be expressed in a PICS label, which can be attached to the document and read
by a PICS-compatible browser. RDF permits parties to do precisely the same thing.

The syntax of RDF dlows for the attribution of "properties’ (specific characteristics with scaar
vaues) to "resources’ (anything corresponding to a URL ). (We should note that the value of a property
can dso be a"literd"-- i.e., any dring of characters—- but these do not play a sgnificant role in filtering
gysems) A specific resource together with a named property plus the value of that property for that
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resource is an RDF "dstatement.” These three ements of a sdatement are cdled, respectivdy, the "subject,”
the "predicate," and the "object.” A single RDF statement can attribute severa properties, just asasingle
PICS|abd can express severd different ratings. A description of worldwarll.comv/dday/omahajpeg might
condg of a sngle statement attributing four properties—here, "picture” "red-life)" "higoricd,” and
"violence" For the properties"picture,” "red-life," and "historicd” the scae would probably have only the
vaues 1 and O, corresponding to "Yes' and "No." The property "violence' might have a broader range of
vaues—it might, for example, be the RSACi Violence category, in which caseits scdar vaues would range
from 0 to 4, and worldwarll.com/dday/omaha.jpeg would receive a3. Website operators labeling their
own documents need not use the RSACi properties, they would be free to use whatever properties they
chose, and even those they invented. However, because the utility of metadata depends on the existence
of acommon vocabulary of properties, one can expect some degree of standardization in properties.

RDF differsfrom PICS in that it provides a more generd treatment of metadata, and W3C plans
to reformulate afuture verson of PICS as an gpplication of RDF. W3C dso amsto produce a converson
dgorithm from PICS 1.1 to RDF. Presumably some form of RDFbased system will eventualy supersede
PICS-based filtering. The recommendations we offer here are consstent with either PICSRules or RDF
treatments of metadata. For purposes of this discussion we will spegk of PICS (including PICSRules) as
the software basis of our proposed system, with the understanding that the system we propose can dso be
adapted to and supported by RDF.

3. Content Analyss of Internet Ratings Systems
3.1. Ideological Effectsin the Construction of Rating Systems.

In this section, we examine the potentid ideologicd biases of ratings systems that attempt to
facilitate end-user choice. No ratings system can or should be vaue-free, but one of the gods of Internet
sf-regulation should be afiltering technology that is compatible with awide variety of cultures, ideologies,
and vadue sysems. If there are many different rating systems in operation, the ideologica dant of eachis
not a mgjor concern, because end-users can amply pick the one that best matches their preferences.
However, if network effects prevent a diverdty of ratings systems, or cause ratings systems to converge
toward asingle model or asmal group of modds, then some end-users will ether be forced to employ a
system that does not adequately respect their values or face the choice of using no filtering system &t all.

In fact, the market for rating systems does have very sgnificant network effects. It isunlikely that
webgite operators will be willing to rate their sites according to alarge number of different or incompetible
sysems. Asalarger number of websites rate according to a particular system, its vaue to end-users will
increese. Smilarly, as more end-usersfilter based on that system, the incentive for other website operators
to Hf-rate according to that sygem will increase. Thisis espeddly o if end-userswho filter block unrated
gtes. If network effects operate in a predictable way, one or two ratings sysems will eventudly emerge
as ade facto standard.

We should digtinguish between two different kinds of network effects. One of these is not
troublesome; the other is. The first network effect is that ratings systems compatible with PICS and
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PICS/Rules may become a de facto standard. This means that there will be convergence toward an
underlying software protocol but not toward a particular set of ratings categories, vocabulary eements or
scdar vaues. Evenif PICS becomes the basic software subsirate for ratings systems, there can be many
different PICS-competible sysems reflecting many different ideologies and vaue systems. Indeed, thiswas
the original purpose behind the PICS specification. Moreover, because of the way that PICSRules are
congtructed, end-users can mix and match different ratings systems as long as they are dl based on the
PICS gandard. Thiskind of network effect isnot at dl troublesome. In fact, it tends to promote diversity
of rating and filtering systems.

The second kind of network effect occurs when a particular substantive system of rating becomes
the de facto andard. For example, currently the RSACi system appears to have the largest base of rated
gtes. It has afixed set of categories, vocabulary dements, and scaar orderings. Conceivably, network
effects might dso make RSACi the de facto sandard for subgtantive ratings systems. We think thiswould
be unfortunate, not because RSACI isa particularly bad ratings system, but because of inherent limitations
in dl ratings systems that code content as more or less gppropriate for end-users. Simply put, al such
ratings systems face a series of difficult tradeoffs, and dl such sysems reflect particular ideological biases.
Thisistrue even if the ratings system drives, as RSACH does, for vaue neutrdity and objectivity. No single
ratings system can adequately serve al end-users on aculturdly diverse planet. If network effects produce
convergence on one system thiswill smply impose a particular ideological biason all.

Vdue choices and ideological biases can enter into ratings sysems directly or indirectly. They enter
directly when the designers conscioudly attempt to promote a particular ideology or set of vaues. For
example, aratings system tha coded Internet content for being "consstent with Chrigtian scripturd vaues'
or "inconggent with Chridtian scripturd values' would be rather ddiberatdly promoting a particular rdigious
agenda. Neverthdess, vaue choices dso enter into the processindirectly through tradeoffs thet are inherent
inany raings system. To seewhy, we must consder the various condraints thet will affect any such sysem.

1. Reliability and Convergence in Rating. If aratings system relies on more than one person to
rate content, it isimportant that most people rate according to the system in roughly the same way. For
example, a system that relies on fird-party rating must ensure that content providers around the world use
the ratings criteria consstently. Sometimesthisis expressed by saying that the categories and vocabulary
in the ratings system must be "objective.” However, there are at least two different senses of the word
"objective” One means Smply that the terms are likely to produce behavioral convergence: most people
in mogt gtuations will apply them in roughly the same way. The other meaning of "objective’ is "vaue-
neutrd” or "ideology free" There is no guarantee that any ratings system can achieve this. The choices
made by ratings systems dways involve vaues, and those vaues are dways contestable at some level.
Hence, ratings systems at best can strive for objectivity-as-rdiability.

Nevertheess, the more that a system gtrives for objectivity-as-religbility, the lesslikdy it will beto
adequately respond to and reflect peopl€'s differing ideologies and vaue systems. After al, such asystem
is designed to produce convergence despite ideologica diversty. A rdiable sysem will dso belesslikey
to take contextud differences into account, for example, deciding whether expresson is"artigic” or violence
is"judified." Asaresult, ardiable sysem may beideologicdly danted toward an arbitrary or idiosyncratic
set of values rather than towards "neutral” or "objective’ ones.

2. Coarseness. All raings sysems fegture differing degrees of coarseness. By coarsenessis meant
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the number of categoriesinto which the sysem divides the world (Bakin 1996). The more coarse a system,
the more undifferentiated its judgments. A system that lumps homosexud and heterosexud intercourse,
kissng and handholding into a Sngle category of "sexua conduct” is more coarse than a system that
digtinguishes between kissng, handholding and intercourse, or between heterosexud and homosexud sexud
conduct. A sysem that digtinguishesracid epithets from sexud vulgaritiesisless coarse than one thet treats
both asinstances of "bad language.” The MPAA movie raings sysem in the United States is quite coarse
because language, nudity, sexud Stuations, and violence dl contribute in the determination of whether a
movieisraed G, PG, PG-13, R, or NC-17. Thus, avery violent movie, a movie with few well-chosen
expletives, and a movie that features a nude love making scene dl may berated in "R in the United States
(meaning that no one under 17 is to be admitted without parent or guardian). The RSACi ratings system
is much less coarse than the MPAA system because it has four separate categories each of which features
five scdar values. Coarseness has ideological effects because different ratings system imposes a more
differentiated or less differentiated vison of what is harmful or ingppropriate for children. Deciding what
categories count and how much will fal within them is often politically controversd.

3. Equivalency. Coarsenessisthe question of how many categories and degrees of ratings there
areinthe sysem. Equivadency is the question of what things the system treets as fdling within the same
category (e.g., "bad language') or category leve (eg., level 3 in the language category)(Bakin 1996).
Thus, asystem that places profanity, obscene gestures, and racid epithets in the same category level Sates
that the three are just as bad or just as harmful for purposes of the ratings system. A system that treats
homaosexud kissing and heterosexud intercourse as "explicit sex” treats the two as equaly ingppropriate for
children to view. Two systems can be equdly coarse in that they have the same number of categories but
they can make different things equivdent. For example, suppose system one has three categories, (1)
profanity and hate speech; (2) nudity and (3) violence, while systlem two's categories are (1) profanity and
nudity; (2) hate speech; and (3) violence. Thetwo systems are equaly coarse, but hate speech istreated
as equivaent to different things. All ratings systems make certain things equivalent as soon asthey create
categories and establish category levels. But these decisons are some of the most ideologicaly
controversd. For example, the decison to place hate speech in the same category with profanity is not
ideologicdly neutra, nor isthe decison to treet heterosexua and homosexud sexud activity as equivaent
(or, for that matter, to distinguish between the two).

4. Scalar Ordering. Many raings sysems have degrees of intendty or harmfulness within
categories. As noted previoudy, the RSACi system has a language category in which leve 1 is "mild
expletives” leve 2 is"moderate expletives or profanity,” and leve 3 is "strong language, obscene gestures,
or hate speech.” Leve 3 has important equivaency effects: it makes hate gpeech equivaent to strong
language and obscene gestures.  Equally important, it treats hate speech as more troublesome than
"moderate expletives' or "moderate profanity.” Scaar ordering refers to Stuations when two or more
elements placed in a category are not treated as equivaent but are ranked in order. Obvioudy thereismore
than one way to do this, and the choices are not vaue free. For example, the decision to rank hate speech
as worse than one kind of profanity or gesture but not as bad as another is not politicaly neutra. A
particularly remarkable example of the political choices inherent in scalar ordering is RSACi's decison to
rank sports violence a leve O, lower than any other form of violence (and equivadent to "no violence").

To see how these consderations interact in practice, we will discuss them in the context of what
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is perhgps the most widdly used content rating sysem, RSACi. Because of the inevitableideologica effects
of ratings systems, we believe that it is afool's errand to settle upon or to accept a sSingle content ratings
sysem for fird-party raing. Rether, the bet solution isto create aflexible platform on which many different
forms of firg- and third- party rating can interact. This sysem will try to cgpture many of the red advantages
of RSACi without the disadvantages that necessarily arise from aunitary content rating system.

3.2. The RSACi Content Rating System

The RSACi systemisaset of categories, vocabulary, and scaar vaues built on top of the PICS
specification. The origind mission of the Recreetiond Software Advisory Counsdl (RSAC) wasto rate
video games for violent content, bad language, sex, and nudity. 1n 1996 RSAC turned its sights on the
Internet, and RSACi was born. The RSACI rating system is an adaptation of the video game rating system.

The system has four categories, each comprising five sets of vocabulary dements. The categories are Sex,
Nudity, Language, and Violence, and the vocabulary eements for each range from "None' through
progressively stronger examples.® RSACI ratings are generated by completing a questionnaire which asks
about the presence of various vocabulary elements. The vaue for each category is determined by the
highest valued vocabulary eement present.® Like other PICS labdling systems, RSACi may be used to rate
entire Sites, particular pages, or particular documents on a page.

RSACi aspires to a substantia degree of "objectivity” in its vocabulary dements. What RSACi
means by thisiswhat we have caled objectivity-as-reigbility. The RSACI ratings are generated by a series
of yesor no questions about the presence of types of defined content. Because the definitions are explicit
and turn on rdaively uncontested concepts (“humans injured or killed with smal amounts of blood" rather
than "illegitimate violence againgt righteous people') RSACi expects that different people will tend to give
the same answers about the same content. The RSACi system is abjective in the sense that it does not
require "subjective’ judgments about, for example, legitimate violence or artidtic nudity. This objectivity is
obvioudy essentid if self-rating isto berdiable.

In order to achieve reliability, therefore, the RSACI system thus tends ddiberately to exclude
contextud factors from the vocabulary dements. The SafeSurf rating 